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Abstract:
PSA measurements are used to assess the risk for prostate cancer. PSA range and PSA kinetics such as PSA velocity have been correlated with increased cancer detection and assist the clinician in deciding when prostate biopsy should be performed. Our aim is to evaluate the use of a novel, maximum likelihood estimation - prostate specific antigen (MLE-PSA) model for predicting the probability of prostate cancer using serial PSA measurements combined with PSA velocity in order to assess whether this reduces the need for prostate biopsy.

A total of 1976 Caucasian patients were included. All these patients had at least 6 PSA serial measurements; all underwent trans-rectal biopsy with minimum 12 cores within the past 10 years. A multivariate logistic regression model was developed using maximum likelihood estimation (MLE) based on the following parameters (age, at least 6 PSA serial measurements, baseline median natural logarithm of the PSA (ln(PSA)) and PSA velocity (ln(PSAV)), baseline process capability standard deviation of ln(PSA) and ln(PSAV), significant special causes of variation in ln(PSA) and ln(PSAV) detected using control chart logic, and the volatility of the ln(PSAV). We then compared prostate cancer probability using MLE-PSA to the results of prostate needle biopsy. The MLE-PSA model with a 50% cut-off probability has a sensitivity of 87%, specificity of 85%, positive predictive value (PPV) of 89%, and negative predictive value (NPV) of 82%. By contrast, a single PSA value with a 4ng/ml threshold has a sensitivity of 59%, specificity of 33%, PPV of 56%, and NPV of 36% using the same population of patients used to generate the MLE-PSA model. Based on serial PSA measurements, the use of the MLE-PSA model significantly (p-value < 0.0001) improves prostate cancer detection and reduces the need for prostate biopsy.
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1. Introduction

According to the American Cancer Society [1] prostate cancer is the second leading cause of death in men after lung cancer and the most diagnosed cancer in men after skin cancer. The use of prostate-specific antigen (PSA) measurements to assess the potential for prostate cancer has been reported since 1979 [2, 3, 4, 5, 6, 7, 8] and according to an article dated June 16, 2009 in the Wall Street Journal, Peter Carroll, M.D., chair of the department of urology at the University of California, San Francisco was reported to say that the PSA test at age 40 can be used to predict the future risk of prostate cancer. Most doctors recommend using a PSA threshold to indicate the presence of cancerous lesions in the prostate and to guide the clinician in deciding if and when a biopsy should be performed on the patient [5, 9]. The upper limit recommended to define “abnormal” varies from 2.5 ng/ml to as high as 10 ng/ml, but 4 ng/ml is the most commonly applied threshold. Glass and Kaplan [10] noted that living organisms are characterized by time ordered sub-cellular, cellular, and super-cellular processes that can have specific, recognizable patterns. In particular, the dynamics of changes in the PSA level and its relationship to the presence of cancerous tumors in the prostate has been studied in the past [11, 12]. For instance, the PSA velocity (PSAV) has been proposed [12]. PSA kinetics which includes PSAV and PSA doubling time has been proposed for the early diagnosis of prostate cancer. However, Schroder et al. [13] noted that PSAV may not be useful in detecting prostate cancer, disclosing that 985 needle biopsies for men who had a PSA value 4.0 to 9.0 ng/ml resulted in a positive predictive value of only 24.5%. Similarly, Ross et al. [14] concluded that PSA kinetics fail to predict detectable prostate tumors consistently and should not replace annual surveillance biopsies for men being checked for tumor growth. Use of the “Individualized Risk Assessment of Prostate Cancer” software (see www.uroweb.org) [15] for a 62 year man with a PSA of 4.0 ng/ml, abnormal Digital Rectal Exam (DRE), and no prior prostate biopsy resulted in only a 17.4% risk of biopsy-detectable high grade prostate cancer with a 95% confidence interval from 12.1% to 22.8%. Vickers et al. [16] noted that calculating PSAV and doubling time proffer inadequate information concerning prostate cancer in untreated patients than PSA values and hence is of minimal help to the clinician for decision making before treating men with early stage prostate cancer. But there are conflicting arguments. For example in a study of 12,090 men, Lilja et al. [17] concluded that PSA is highly predictive of long-term risk of prostate cancer and that almost 50% of all deaths could be prevented by monitoring the PSA levels of those with the highest PSA levels at age 44-50.

Due to these conflicting reports on the predictive power of PSA measurements, the U.S. Preventative Services Task Force on October 7, 2011 recommended do-not-screen advice to healthy men of all ages using the PSA blood test because
biopsies given to patients with positive PSA tests can cause infection and other adverse effects [18, 19]. Though the literature is inconclusive regarding how best to use the PSA test to improve the sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) of the test, our research reinforces the strong evidence as regards the benefits of using the PSA test for detection of localized prostate cancer. The present study is based on the hypothesis that each patient is a system and, as such, this system has its unique or age-related profiles: heart rate, metabolic rate, PSA profile, to name a few. Age-related profiles can be parameterized by sufficient statistics, some based on quality control methods that summarize the central tendency, variation, and skewness of the time ordered characteristics of the system. In particular, a patient’s PSA signature can be characterized as follows: a baseline (consisting of six historical PSA tests at approximately one to two year intervals); median natural logarithm of the PSA (ln(PSA)); baseline, median moving range process capability standard deviation of the ln(PSA); baseline, median natural logarithm of the PSA velocity (ln(PSAV)); baseline, median moving range process capability standard deviation of ln(PSAV); and significant special causes of variation in ln(PSA) and ln(PSAV) detected using control chart logic. These quality control metrics are discussed in detail in the next section along with their use in predicting prostate cancer.

The paper is organized as follows. Section 2 includes the study data and an explanation of the potential predictors for the risk of prostate cancer, along with the development of the MLE model for the probability of prostate cancer. In Section 3 the predictability of the MLE model probability of prostate cancer and the conditional probability of cancer on needle biopsy are presented. Sections 4 and 5 consist of a discussion of the results, in addition to the strengths and limitations of this retrospective study, respectively.

2. Data and Methods

2.1 Study Design

This is a retrospective study. Current and historical PSA data were obtained from the medical records of de-identified male patients of a Midwestern hospital’s urology department for patients who were found to have cancer and were not found to have cancer based on needle biopsies. The inclusion criterion admitted only those patients for whom at least six historical PSA tests were available (approximately every year or every other year) as well as needle biopsy results. The six historical PSA tests were used to characterize a patient’s PSA signature. A total of 2,344 patients were available for study. This is not a random sample but rather a sample of all male patients from the hospital whose PSA records
met the above inclusion criterion. Of this total, there were 1167 Caucasian and 277 African Americans found to have prostate cancer and 809 Caucasian and 91 African Americans found not to have prostate cancer following needle biopsies. Since the historical PSA data from the 368 African Americans did not cover a time frame suitable for quantifying the baseline median and process capability standard deviation for \( \ln(\text{PSA}) \), the current analysis is based only on the data from the 1,976 Caucasians. The needle-biopsy protocol since 2005 is to use a non-random sample of 12 cores from the prostate focusing on areas of the gland most likely to contain tumors in order to increase the odds of detecting cancerous cells in the prostate if present. Of the sample material obtained in the biopsy, 100% is inspected by a pathologist for non-normal cells. If less than 1% of the cell material is found to be abnormal in every sample, then the decision is that the biopsy did not detect cancer. If any sample has more than 1% of abnormal cells, then the decision is that the patient has prostate cancer. With this protocol, it is well recognized that biopsy will fail to detect many small prostate cancers, so approximately 1/3 of men that had a negative biopsy might have clinically undetected cancer, a point to which we will return in Section 3.

### 2.2 Potential Predictors for the Risk of Prostate Cancer

The raw data plots shown in Figures 1 and 2 illustrate baseline PSA records for two patients, one eventually diagnosed with cancer and the other without cancer, based on biopsies of eight to 12 needle biopsies when the PSA was measured on the last sample. These two plots (Figures 1 and 2) illustrate \( \ln(\text{PSA}) \) profiles from two patients from which potential predictors can be estimated.

Six sufficient statistics were considered as potential predictors for characterizing a patient’s PSA signature, as described below. The medians and moving
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Range standard deviations for samples of size six are as efficient as the mean and root-mean-square standard deviation of symmetric distributions, which are sufficient statistics [20, pp. 352-360], [21].

1. Median, baseline ln(PSA) based on the first six ln(PSA) values for a patient, which are obtained approximately yearly or every two years.

2. Baseline process capability standard deviation for ln(PSA) using the data from item (1):

\[ S_{pc-ln(PSA)} = \text{median}\left\{ \left| \ln[\text{PSA}(t)] - \ln[\text{PSA}(t-1)] \right| / 0.954 \right\}, \text{ for } t = 2, \cdots, 6. \]

The numerator is referred to as the moving range of the first six time ordered ln(PSA) values, and measures the inherent variation in the patient’s ln(PSA). The divisor, 0.954, which converts the moving range (MR) into an estimate of the standard deviation, is used in quality control to estimate the process capability standard deviation.

3. Incidence of a special cause of variation in the ln(PSA) from the baseline median ln(PSA). A special cause variation occurs if at least one ln(PSA) value is measured following the determination of the baseline parameters that exceed the following upper control limit.

\[ \ln(\text{PSA}) > \text{median ln(PSA)} + 3S_{pc-ln(PSA)}. \]

4. Median, baseline ln(PSAV) based on the first five ln(PSAV) values for a patient using data described in item (1):

\[ \ln[\text{PSAV}(t)] = \{\ln[\text{PSA}(t)] - \ln[\text{PSA}(t-1)]\} / \{\text{age}(t) - \text{age}(t-1)\}, \text{ for } t = 2, \cdots, 6. \]

The ages are computed from the date of the PSA test and the date of birth. If for some reason the patient’s records indicate that the PSA sample was drawn on the same day, then the age difference is assumed to be 0.003 days, which corresponds to a difference of about 45 minutes in clock time.

5. Baseline process capability standard deviation for ln(PSAV) using data described in item (1):

\[ S_{pc-ln(PSAV)} = \text{median}\left\{ \left| \ln[\text{PSAV}(t)] - \ln[\text{PSAV}(t-1)] \right| / 0.954 \right\}, \text{ for } t = 2, \cdots, 6. \]

This measures the inherent variation in the ln(PSAV).
6. Incidence of a special cause of variation in the ln(PSAV), which is an indicator variable. A special cause of variation occurs if at least one ln(PSAV) value, measured following the determination of the baseline parameters, exceeds the following upper control limit

\[ \ln(\text{PSAV}) > 3S_{\text{pcI}} \ln(\text{PSAV}) \]

Parameters 1, 2, and 3 refer to the ln(PSA) and the last three, 4, 5, and 6 refer to the ln(PSAV) signatures. In both cases the median and median MR are used to estimate the central tendency and dispersion and are sufficient statistics to characterize the patient specific ln(PSA) distributions, which are approximately normal. The third parameter, which is an indicator variable in the analysis, identifies the presence of special causes of variation relative to these distributions with the following convention: 1 signals a special cause occurred and zero signals no special cause occurred. In order to characterize the patient-specific ln(PSA) baseline distribution, a minimum of six PSA values, approximately one per year or one every other year, though not optimal based on process control experience, provides unbiased and statistically efficient estimates of the central tendency and dispersion of the baseline PSA profile [20, pp. 352-360], [21], [22, pp. 199-200].

2.3 Maximum Likelihood Estimation of Probability of Prostate Cancer

Once the above six metrics were computed for the 1,976 Caucasian males for whom de-identified data was available, these metrics were combined into the final data file with the patient’s age when the last PSA was measured, and whether the patient was known to have or not have cancer based on needle biopsies from a sample of eight to 12 prostate cores. Logistic regression analysis was used to develop a model based on the PSA, patient-specific, signature parameters for the probability that a patient has prostate cancer. It should be noted that these cores used to detect the cancer are not a random sample, but are systematically extracted based on the urologist’s awareness of sites where cancerous cells are more likely to exist in the prostate gland. The clinical criterion as to whether the patient does or does not have prostate cancer depends upon the nature of the cells in each core sample. If each of the samples contains no malignant cells, the patient is deemed to have no prostate cancer, recognizing the potential for false negative readings that have been reported to be as high as 38%. However; if at least one of the core samples contain enough cells to confirm malignancy (typically more than 1% of the biopsy core), the pathologist concludes that the patient has prostate cancer.

Let the random variable \( Y \) be defined as \( Y = 1 \), and \( Y = 0 \) if the patient does or does not have prostate cancer, respectively. Consider the following probability
statement relative to this random variable, $Y$: $P(Y = 1|x_i, i = 1, \cdots, n) = p$ and $P(Y = 0|x_i, i = 1, \cdots, n) = 1 - p$. The expected value and variance of $Y$ is $p$ and $p(1 - p)$, respectively. Suppose the model for $Y$ is as follows, where $\underline{x}$ is the vector notation for the variables $x_i, i = 1, \cdots, n$:

$$Y = f(\underline{x}) + \varepsilon.$$  

(1)

Here, $f(\underline{x})$ is an unknown function of some or all of the following variables: patient’s current age, current PSA, and the six patient-specific signature parameters, while $\varepsilon$ is a random variable with mean zero and some unknown standard deviation, $\sigma$. For this model, $\sigma^2$ is equal to $p(1 - p)$, which not a constant, which violates the linear regression assumption. The logistic transformation in (2) which is the natural logarithm of the odds-ratio is one way to stabilize the variance of $Y$, defined as the probability that the patient has prostate cancer [23].

$$T(Y) = \ln[Y/(1 - Y)] = \ln\{f(\underline{x})/[1 - f(\underline{x})]\}.$$  

(2)

The maximum likelihood estimators of the parameters in the model $f(\underline{x})$ can be computed with the software program, JMP8. In this program the probability generated is the probability of “Not 0”, or the probability of not having cancer, which is $1 - f(\underline{x})$.

Using stepwise linear regression methods, both forward selection with review and backward elimination, subject to the principle of parsimony, as suggested by Neter, Wasserman, and Kutner in Chapter 12: “Building the Regression Model” [23], a model for $T(Y)$ was developed as shown in Table 1. Both forward selection with review and backward elimination resulted in essentially the same model. The stopping rule used with both stepwise procedures to generate the model requires that all terms in the model must have a $p$-value less than or equal to 0.05, and all terms not in the model must have $p$-values greater than 0.05. Based on this rule, the model shown in Table 1 did not include any terms related to PSAV. This does not imply that $\ln(PSAV)$ is irrelevant, but it does indicate that a better way to characterize the variation in PSA for a patient is to measure the patient’s inherent baseline variation using $S_{pcl-ln(PSA)}$.

Table 1: MLE-PSA model coefficients/significance

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Chi-Square</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>4.79455682</td>
<td>77.74</td>
<td>$&lt; 0.0001$</td>
</tr>
<tr>
<td>$\ln(PSA)$</td>
<td>-2.3315404</td>
<td>211.93</td>
<td>$&lt; 0.0001$</td>
</tr>
<tr>
<td>Years of Age</td>
<td>-0.0763164</td>
<td>91.44</td>
<td>$&lt; 0.0001$</td>
</tr>
<tr>
<td>baseline median $\ln(PSA)$</td>
<td>3.30859725</td>
<td>329.11</td>
<td>$&lt; 0.0001$</td>
</tr>
<tr>
<td>$S_{pcl-ln(PSA)}$</td>
<td>-9.5079525</td>
<td>207.68</td>
<td>$&lt; 0.0001$</td>
</tr>
<tr>
<td>$\ln(PSA)$ special cause</td>
<td>-2.2862254</td>
<td>158.62</td>
<td>$&lt; 0.0001$</td>
</tr>
</tbody>
</table>
3. Results

3.1 Predictability of MLE Probability of Prostate Cancer Model

Using the MLE model, if a patient’s predicted probability of prostate cancer is greater than or equal to 50%, the patient is predicted to have cancer and otherwise not to have cancer, which is an unbiased criterion. Using this criterion, the MLE-PSA model for Caucasians developed for $T(Y)$ has a sensitivity of 87% and specificity of 85%, PPV of 89%, and NPV of 82% as shown in Table 2.

<table>
<thead>
<tr>
<th>MLE-PSA Predictor</th>
<th>Cancer</th>
<th>No Cancer</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Cancer</td>
<td>1016</td>
<td>121</td>
<td>PPV = 89%</td>
<td></td>
</tr>
<tr>
<td>Predicted No Cancer</td>
<td>151</td>
<td>688</td>
<td>NPV = 82%</td>
<td></td>
</tr>
</tbody>
</table>

Sensitivity = 87%  Specificity = 85%

*Based on needle biopsy of 8 to 10 core samples.

But using a PSA threshold of 4.0 for a single PSA test to signal the likelihood of cancer within the same population of patients, the sensitivity is 59%, the specificity is 33%, the PPV is 56% and the NPV is 33% as shown in Table 3 ([7]). This comparison indicates the improvement that can be achieved using the proposed metrics and MLE model for predicting the probability of prostate cancer among Caucasians with a critical probability of 50%.

<table>
<thead>
<tr>
<th>Single PSA with 4ng/ml Threshold</th>
<th>Cancer</th>
<th>No Cancer</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Cancer</td>
<td>689</td>
<td>542</td>
<td>PPV = 56%</td>
<td></td>
</tr>
<tr>
<td>Predicted No Cancer</td>
<td>478</td>
<td>267</td>
<td>NPV = 36%</td>
<td></td>
</tr>
</tbody>
</table>

Sensitivity = 59%  Specificity = 33%

*Based on needle biopsy of 8 to 10 core samples.

To better understand this model and to interpret the significance of the variables, Figures 3, 4, and 5 illustrate the effects of Median PSA, CV, and presence of special causes in the series of PVA results. The graphical representation of this logistic model is the function as shown below:

$$f(\bar{X})_{predicted} = 100 \exp[T(Y)]/\{1 + \exp[T(Y)]\}.$$  

The predicted values for $f(\bar{X})$, denoted by $f(\bar{X})_{predicted}$ in the above equation, as illustrated in Figures 3a-b to 5a-b, indicate that as the ln(PSA) at a particular
Spcl-ln(PSA) can be expressed as a coefficient of variation (CV) in percentage units as specified in the following equation:

\[ \text{CV(\%)} = 100 \times \exp(S_{\text{pcl-ln(PSA)}}) - 1 \]

Since there is a monotone relationship between Spcl-ln(PSA) and the CV(\%), as the coefficient of variation increases, the risk of a patient having prostate cancer increases, which also emphasizes the importance of using patient-specific PSA test data, rather than a threshold to estimate the risk of prostate cancer. Finally, when a special cause is indicated in a patient’s ln(PSA) profile, based on a 3-sigma quality control criterion, the risk of the patient having prostate cancer increases significantly.

The model developed for \( f(x) \) along with patient-specific PSA data (current ln(PSA), patient’s age, and median baseline ln(PSA), baseline S_{\text{pcl-ln(PSA)}}, and upper control limit for ln(PSA)) can be utilized by urologists to screen Caucasians for prostate cancer. The model may look complicated, but software is available that can be used with Excel® to compute the patient-specific PSA risk.

Age increases, the risk of prostate cancer increases as expected. Also, the risk of prostate cancer increases with age. As the baseline median ln(PSA) increases, the risk of prostate cancer declines, which suggests that for the PSA test to be used for screening purposes, the data must be treated as patient-specific, rather than simply comparing a patient’s PSA result to a threshold.
S_pcl-ln(PSA) can be expressed as a coefficient of variation (CV) in percentage units as specified in the following equation:

$$CV(\%) = 100\{\exp(S_{pcl-ln(PSA)}) - 1\}.$$ 

Since there is a monotone relationship between $S_{pcl-ln(PSA)}$ and the CV(%), as the coefficient of variation increases, the risk of a patient having prostate cancer increases, which also emphasizes the importance of using patient-specific PSA test data, rather than a threshold to estimate the risk of prostate cancer. Finally; when a special cause is indicated in a patient’s ln(PSA) profile, based on a 3-sigma quality control criterion, the risk of the patient having prostate cancer increases significantly.

The model developed for $f(x)$ along with patient-specific PSA data (current ln(PSA), patient’s age, and median baseline ln(PSA), baseline $S_{pcl-ln(PSA)}$, and upper control limit for ln(PSA)) can be utilized by urologists to screen Caucasians for prostate cancer. The model may look complicated, but software is available that can be used with Excel® to compute the patient-specific baseline parameters and the probability or risk that a patient has prostate cancer, and therefore should have a biopsy of his prostate gland. A sample of the spreadsheet for these calculations is shown in Table 4.

Table 4: Sample spreadsheet for calculating the probability of cancer using MLE-PSA model

<table>
<thead>
<tr>
<th>Patient Name:</th>
<th>Median Baseline ln(PSA)</th>
<th>Baseline S_pcl-ln(PSA)</th>
<th>UCL-ln(PSA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.1150072</td>
<td>0.034370883</td>
<td>1.21811985</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T(Y)</th>
<th>Risk of Prostate Cancer</th>
<th>ln(PSA) Special Cause?</th>
<th>1 = yes 0 = no</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>3.3</td>
<td>1.4047386</td>
<td>19.71 0</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The MRN, Test#, Age, and PSA in this spreadsheet are to be filled in by the physician or by any nursing staff. A baseline of six PSA tests are needed to estimate the patient-specific baseline median ln(PSA), $S_{pcl-ln(PSA)}$, and upper control limit for ln(PSA). After the baseline has been established, subsequent age and PSA values can be entered into the rows opposite test 7, 8, etc. from which the program will compute the probability that the patient has prostate cancer. In Table 4, since the probability of cancer is less than 0.50 or 50%, it follows that no needle biopsy would be recommended because the probability is 80%, and that no cancerous cells would be detected by needle biopsy as will be shown in Section 3.2. Once this analysis is complete the physician and the patient can discuss options based on the risk calculation.

### 3.2 Conditional Probability of Cancer on Needle Biopsy

The probability of cancer on needle biopsy in what follows is conditioned on the probability being greater than 0.50 of prostate cancer from the MLE model. Let the event space, $\Omega$, be the union of the disjoint events, prostate cancer based on needle biopsy, $C_B$, and its complement, $C_B'$. Applying Bayes’ Theorem one can write the following conditional probability, where $C_{PSA}$ is the event $\{x : f(x)_{predicted} > 0.5\}$ and $f(x)_{predicted}$ is the estimated model for $f(x)$.

\[
P\{C_B | C_{PSA}\} = P\{C_{PSA} | C_B\} P\{C_B | C\} / [P\{C_{PSA} | C_B\} P\{C_B | C\} + P\{C_{PSA} | C_B'\} P\{C_B' | C\}].
\]

Based on the Aetna Clinical Policy Bulletin: Prostate Saturation Biopsy, #0698, the $P\{C_B | C\}$ is 0.62, thus $P\{C_B' | C\}$ is 0.38. From Table 2, $P\{C_{PSA} | C_B\}$ is 0.87 and $P\{C_{PSA} | C_B'\}$ is 0.15. Consequently $P\{C_B | C_{PSA}\}$ is 0.90 and $P\{C_B' | C_{PSA}\}$ is 0.10. Using similar logic it can be shown for the complement event to $C_{PSA}$ that $P\{C_B' | C_{PSA}\}$ is 0.80 and $P\{C_B | C_{PSA}\}$ is 0.20. Consequently using the MLE-PSA model, the false positives are only 10% and the false negatives are only 20%. Comparing the MLE-PSA model to the use of a single PSA result with a 4.0 ng/ml threshold for predicting prostate cancer, this represents a 26% reduction in false positives and a 30% reduction in false negatives.

### 4. Discussion

Certain limitations of the methodology at hand are that the data is retrospective and are from a single-institution population assumed of having prostate cancer, and are undergoing biopsy. Without biopsy on all patients, there would be a verification bias that would underestimate the presence of cancer in patients that did not undergo biopsy. Furthermore, it is well recognized that biopsy will fail to detect several instances of prostate cancer, so up to 38% of men who had
a negative biopsy might have clinically undetected cancer. Notably, this further reinforces the robustness of the model because of its aptitude to discern patients with clinically detectable cancer; this may reduce the risk of the phenomenon described in the literature as “over-detection” or “over-diagnosis” [4]. This is consistent with the efforts to limit diagnosis of prostate cancer to those with clinically significant cancers that are likely to be detrimental to the patient.

Based on our research, we strongly recommend the annual practice-based PSA testing as a screening tool for prostate cancer for men with no previous diagnosis of prostate cancer over biopsy. Consistent with the guidelines of the American Urological Association, it is recommended that PSA testing begin for patients in their 40’s, and that measurements be made at least every two years, in order to develop data that helps to characterize patient-specific PSA profile or signature by age 50. This to some extent coincides with the new guidelines from the American Cancer Society. Using our model, subsequent PSA test scores can be analyzed by the attending physician, to facilitate the clinician and the patient with a better risk assessment, with respect to prostate cancer.

Other potentially important factors should be considered to further enhance this research model by including other clinical parameters as well as emerging biomarkers. For men, especially those with moderate to severe BpH, a PSA test result may serve as a useful metric for prostate volume and be helpful in choosing treatment options, predicting future symptom severity or determining the likelihood of developing acute urinary retention or symptom progression requiring future surgery [25, 26, 27].

5. Strength and Limitations

Direct comparison of these results with other studies is complicated because of different methodologies and the diverse populations studied. However, the overall level of testing was broadly consistent with rates reported elsewhere in the US among Caucasian men without a prior diagnosis of prostate cancer. This being said, the overall strength of the MLE-PSA model is in the reduction in the false positives from 36% to 10% for Caucasians, which reduces the number of unnecessary needle biopsies, and the increase in correct negatives from 50% to 80%, when compared to the use of a single PSA test result using a 4.0 ng/ml threshold for signaling prostate cancer. Using the MLE-PSA model will in fact reduce the number of unnecessary needle biopsies and their associated costs and risks of infection due to the invasive nature of the procedure by 26%.

This study has a couple of limitations. First, though data were available for 368 African Americans, their PSA tests were not performed at an early enough age to obtain a suitable baseline of data from which to estimate the median ln(PSA) and $S_{\text{qcl}}$-ln(PSA). Thus the results shown are only for Caucasians. Follow-
up research with African American males is strongly recommended based on the positive results obtained with Caucasians. The second constraint of this study is the retrospective nature of the data from a single-institution population suspected of having prostate cancer for which biopsies were performed. This was necessary because of the known underlying prevalence of clinically undetected prostate cancer in the population.

In conclusion, our study provides evidence that supports the necessity for the PSA testing in general practice for detection of localized prostate cancer in the US.
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