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Abstract

Overdispersion is a common phenomenon in Poisson modelling. The generalized Poisson (GP) distribution accommodates both overdispersed and under dispersion in count data. In this paper, we briefly overview different overdispersed and zero-inflated regression models. To study the impact of fitting inaccurate model to data simulated from some other model, we simulate data from ZIGP distribution and fit Poisson, Generalized Poisson (GP), Zero-inflated Poisson (ZIP), Zero-inflated Generalized Poisson (ZIGP) and Zero-inflated Negative Binomial (ZINB) model. We compare the performance of the estimates of Poisson, GP, ZIP, ZIGP and ZINB through mean square error, bias and standard error when the samples are generated from ZIGP distribution. We propose estimators of parameters of ZIGP distribution based on the first two sample moments and proportion of zeros referred to as MOZE estimator and compare its performance with maximum likelihood estimate (MLE) through a simulation study. It is observed that MOZE are almost equal or even more efficient than that of MLE of the parameters of ZIGP distribution.
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1. Introduction

Statistical models that address the count data have been implemented in many areas such as insurance, dental epidemiology, health care facilities, risk classification, medicine, etc. The Poisson model is a standard approach to analyze the count data. The most annoying property of Poisson model is equality of mean and variance, which is known as equidispersion. In real practice, the sample data often has variance which exceeds its mean. The phenomenon of excess variability is called overdispersion and has been widely studied in the literature (Dean and Lawless (1989) and Dean (1992). Failure to properly address existing overdispersion leads to serious underestimation of standard errors and misleading inference for the regression
parameters. Consequently, several models and associated estimation methods have been proposed for handling overdispersed data. These models include the two popular versions of negative binomial (NB) model referred to as the NB-1 and NB-2 regression model and are discussed by McCullagh and Nelder (1989).

Other common distribution to handle overdispersion/under dispersion is generalized Poisson distribution (GPD) introduced by Consul and Jain (1973). The classical GP regression model is introduced by Consul (1989) and is referred as the GP-1 model. Further, this model is deeply studied by Consul and Famoye (1992) and used by Wulu, Singh, Famoye, McGwin (2002) to analyse farm injury data. Famoye (1993) introduced restricted GPR model and is referred to as a GP-2 regression model. The GP-1 and GP-2 regression models are the natural extensions of the Poisson regression model. Thus, the NB and GP model are used to handle dispersion in the data.

Another cause of overdispersion is excess zeroes in the data which is detected when the frequency of ‘zero’ observation is significantly higher than the one predicted by the Poisson model. Neyman (1939) followed by Feller (1945) introduces the concept of zero-inflation where the data contains more zeros. This concept leads to zero-inflated versions of basic distributions such as ZIP, ZINB. Particularly, the zero-inflated Poisson (ZIP) model is not appropriate to handle the issue of excess zeros with overdispersion. To deal with such a data, the most commonly used zero-inflated model is zero-inflated negative binomial (ZINB) model, which is a mixture of distribution degenerate at zero with a baseline negative binomial distribution. This model is used to fit overdispersed data with zero-inflation and has been discussed in detail by Cameron and Trivedi (1986) and Gurmu, Rilstone, Stern (1999).

An alternative to ZINB model is zero-inflated generalized Poisson (ZIGP) model, which is a mixture of distribution degenerate at zero with a baseline GPD. The ZIGP regression model is applied in different fields to model zero-inflated and overdispersed count data. Some of the studies include analysis of patent outsourcing data (Czado, Erhardt, Min 2007), the fetal movement data (Gupta, Gupta, Tripathi 1996), an injury and accident related data, motor insurance data (Yip and Yau 2005), domestic violence data (Famoye and Singh 2006), Mosquito count data (Lawal 2012), an auto insurance claim data (Wagh and Kamalja 2017a) etc. Other models in the literature include the hurdle model (Mullahy 1986), the two-part model (Heibron 1994) the semi-parametric model (Gurmu 1997) etc.

Comparison between the GPD and Negative Binomial Distribution (NBD) reveals slight differences in many aspects. The GPD has a heavier tail while the NBD has a larger mass at zero. However, their respective zero-inflated distributions with masses at zero and fixed
mean and variance can differ even more from each other (see Joe and Zhu 2005). There is a relatively unknown number of situations in which the iterative estimation technique for parameters of ZINB regression model fail to converge. While estimation in case of ZIGP model converges more often.

In models used for count data, the assessment of over or under dispersion and zero-inflation is very important. Gupta, Gupta and Tripathi (2004) developed a score test to assess both zero-inflation and dispersion in a ZIGP model. Xiang, Lee, Yau and McLachlan (2007) proposed a score test for assessing overdispersion in the ZIP mixed regression model against a ZINB mixed alternative. Yang, Hardin and Addy (2009) proved that the score statistic for testing overdispersion in ZIP against the ZIGP is the same as that of the score statistic for testing overdispersion in ZIP against ZINB. Yang, Hardin and Addy (2010) developed the score statistic for testing zero-inflation with respect to two forms of GP model. Zamani and Ismail (2013) proposed the score test for testing overdispersion in the ZIP model against ZIGP alternatives.

When overdispersion within zero-inflated data are ignored, it results in poor estimation and inflated Type I error. Failure to accurately model existing overdispersion leads to severe underestimation of standard errors and misleading results for regression parameters (Yang, Hardin and Addy 2009). Chaney, Charity, David, and Aban (2013) simulated data from ZIP/ZINB distribution and fitted Poisson, NB, ZIP, and ZINB models and studied the consequences of misspecifying the statistical model.

In most of the research problems, it has been observed that the ZIP regression model is inadequate to model excess zeros and the ZINB regression model could not be a suitable fit to such a count data. The major problem is non-convergence of iterative technique to estimate the parameters of ZINB model. Such models do not successfully fit the data. The alternative to ZIP and ZINB model is ZIGP model. We motivated to study the effect of fitting different count data models to the data simulated from ZIGP model. Further, we aim to propose new estimators of parameters of ZIGP model which would be simple in terms of calculation and estimation can be done without specific software. This lead to the new estimator MOZE. The paper is organized as follows.

In section 2, we briefly overview different GP models and their respective zero-inflated models, which are most common for modeling overdispersed and zero-inflated count data. We present a simulation study in Section 3 for choosing between standard zero-inflated models by comparing the performance of the estimates of Poisson, GPD, ZIP, ZIGP and ZINB models when the data come from ZIGP distribution. In Section 4, we demonstrate the behavior of the
zero-inflation index with respect to the inflation parameter. In Section 5, we propose estimator of parameters of ZIGP distribution based on moments and the proportion of zeros and compare their performances with respective MLEs through a simulation study in Section 6. In Section 7, we present a numerical study in which different count data models are fitted to some real-life datasets.

2. An overview of overdispersed and zero-inflated count data models

Several forms of GP model have been introduced by the researchers. The primary interest to introduce the different functional forms of GP model is to use the proper mean-variance interrelation in a regression context. The other objective is to achieve flexibility in the development of various test procedures and inferential advantages.

Consul and Jain (1973), Consul (1989), Consul and Famoye (1992) and Famoye (1993) introduced various forms of GP model and studied these models. Zamani and Ismail (2012) introduced a new functional form of the GP regression model, which is referred to as the GP-P model, that parametrically nests the Poisson and two well-known GP regression models (GP-1 and GP-2). We summarize the functional forms of GP regression model in Table 2.1

If the count data contains excess zeros along with overdispersion, one may consider ZIGP or ZINB model to fit the data. Parallel to the functional forms of GP models, functional forms of ZIGP models are also generated. Further, Zamani and Ismail (2014) proposed a ZIGP regression model, which mixes a distribution degenerate at zero along with the GP-P distribution. The ZIGP-1 and ZIGP-2 regression models are particular cases of ZIGP-P model with $P = 1$ and $P = 2$ respectively. The functional forms of ZIGP regression models are summarized in Table 2.2.
Table 2.1 Different Poisson based regression models and their mean and variance

| Sr. No. | Poisson and different types of GPR model with introducer | Parameter of the regression model | pmf of $Y$: $P(Y_i = y_i|\text{parameters})$, $y_i = 0, 1, 2, ..., \theta_i > 0$ | (Mean, variance) |
|---------|----------------------------------------------------------|----------------------------------|--------------------------------------------------------------------------------|-----------------|
| 1.      | Poisson (Frome, Kutner, Beauchamp (1973))                | $\theta_i$                       | $\frac{\theta_i^{y_i}}{y_i!} \exp(-\theta_i)$                                | $E(Y_i) = \theta_i$, $V(Y_i) = \theta_i$ |
| 2.      | GP-1 (Consul and Jain (1973))                            | $(\theta, \varphi)$              | $\frac{\theta_i(\theta_i + \varphi y_i)^{y_i-1}}{(1+\varphi)^{y_i} y_i!} \exp\left(-\frac{\theta_i + \varphi y_i}{1+\varphi}\right)$ | $E(Y_i) = \theta_i$, $V(Y_i) = \theta_i(1 + \varphi)^2$ Here, $\varphi$ is dispersion parameter |
| 3.      | GP-1 (Consul (1989))                                     | $(\theta, \varphi)$              | $\frac{\theta_i(\theta_i + \varphi y_i)^{y_i-1}}{y_i!} \exp\left(-\theta_i - \varphi y_i\right)$ | $E(Y_i) = \theta_i$, $V(Y_i) = \varphi E(Y_i)$ Here, $\varphi = \frac{1}{(1-\varphi)^2}$ is dispersion factor |
| 4.      | GP-1 (Consul (1989))                                     | $(\theta, \varphi)$              | $\frac{\theta_i(\theta_i + \varphi y_i)^{y_i-1}}{y_i!} \exp\left(-\theta_i - \varphi y_i\right)$, $\max\left\{-1, -\frac{\theta_i}{4}\right\} < \varphi < 1$ | $E(Y_i) = \theta_i$, $V(Y_i) = \varphi E(Y_i)$ Here, $\varphi = \frac{1}{(1-\varphi)^2}$ is dispersion factor |
| 5.      | GP (Consul and Famoye (1992))                            | $(\theta, \varphi)$              | $\theta_i\left(\theta_i + y_i(\varphi - 1)\right)^{y_i-1} \frac{\varphi^{-y_i}}{y_i!} \exp\left(-\theta_i + y_i(\varphi - 1)\right)/\varphi$ | $E(Y_i) = \theta_i$, $V(Y_i) = \theta_i \varphi^2$ |
| 6.      | GP-2 (Famoye (1993))                                     | $(\theta, \varphi)$              | $\frac{\theta_i}{1 + \varphi \theta_i} \frac{(1 + \varphi y_i)^{y_i-1}}{y_i!} \exp\left(-\frac{\theta_i(1 + \varphi y_i)}{1 + \varphi \theta_i}\right)$ | $E(Y_i) = \theta_i$, $V(Y_i) = \theta_i(1 + \varphi \theta_i)^2$ |
| 7.      | GP-P (Zamani and Ismail (2012))                          | $(\theta, \varphi, P)$           | $\frac{\theta_i(\theta_i + \varphi \theta_i^{P-1} y_i)^{y_i-1}}{(1+\varphi \theta_i^{P-1}) y_i!} \exp\left(-\frac{\theta_i + \varphi \theta_i^{P-1} y_i}{1 + \varphi \theta_i^{P-1}}\right)$ | $E(Y_i) = \theta_i$, $V(Y_i) = \theta_i(1 + \varphi \theta_i^{P-1})^2$ |
Table 2.2 Various forms of zero-inflated Poisson based regression models with their mean and variance

| Sr. No. | Type of Zero-Inflated regression model and introducer/user | Parameters of the regression model | pmf of $Y$: $P(Y_i = y_i | \text{parameters})$, $y_i = 0, 1, 2,...$, $\theta_i > 0, 0 \leq \omega_i < 1$ | (Mean, variance) | Remark |
|---------|----------------------------------------------------------|-----------------------------------|---------------------------------------------------------------------------------|-----------------|--------|
| 1.      | ZIP (Lambert (1992))                                      | $(\theta_i, \omega_i)$            | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-\theta_i}, \quad y_i = 0 \\ (1 - \omega_i)\frac{\theta_i}{y_i!}e^{-\theta_i}, \quad y_i > 0 \end{array} \right.$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i(1 + \omega_i\theta_i)$ | Reduces to Poisson for $\omega_i = 0$ |
| 2.      | ZIGP (Czado and Min (2005))                              | $(\theta_i, \varphi, \omega_i)$   | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-\theta_i/\varphi} \\ (1 - \omega_i)\frac{\theta_i}{y_i!}e^{-\theta_i/\varphi} \end{array} \right.$ $y_i = 0$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i(\varphi^2 + \omega_i\theta_i)$ | Reduces to ZIGP for $\varphi = 1$ (Here $\varphi$ is dispersion parameter) |
| 3.      | ZIGP-1 (Yang, Hardin and Addy (2009))                    | $(\theta_i, \varphi, \omega_i)$   | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-(1-\varphi)\theta_i} \\ (1 - \omega_i)((1 - \varphi)\theta_i + \varphi y_i)\frac{\gamma y_i - 1}{y_i!}e^{-(1-\varphi)(\theta_i - \varphi y_i)} \end{array} \right.$ $y_i > 0$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i\left(\frac{1}{(1-\varphi)^2} + \omega_i\theta_i\right)$ | Reduces to ZIGP for $\varphi = 0$ (Here $\frac{1}{(1-\varphi)^2}$ is dispersion factor) |
| 4.      | ZIGP-2 (Yang, Hardin and Addy (2009))                    | $(\theta_i, \varphi, \omega_i)$   | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-\theta_i/(1+\varphi\theta_i)} \\ (1 - \omega_i)\frac{\theta_i}{y_i!}\gamma y_i^{(1-\varphi)}e^{-(\theta_i/(1+\varphi\theta_i))} \end{array} \right.$ $y_i > 0$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i\left(1 + \varphi\theta_i\right)^2 + \omega_i\theta_i$ | Reduces to ZIGP-2 for $\varphi = 0$ based on GP-2 (Famoye (1993)) |
| 5.      | ZIPG-1 (Zamani and Ismail (2014))                        | $(\theta_i, \varphi, \omega_i)$   | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-\theta_i/(1+\varphi\theta_i)} \\ (1 - \omega_i)\frac{\theta_i}{y_i!}\gamma y_i^{(1-\varphi)}e^{-(\theta_i/(1+\varphi\theta_i))} \end{array} \right.$ $y_i > 0$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i\left(1 + \varphi\theta_i\right)^2 + \omega_i\theta_i$ | Reduces to ZIGP for $\varphi = 0$ |
| 6.      | ZIGP-P (Zamani and Ismail (2014))                        | $(\theta_i, \varphi, \omega_i, P)$ | $\left\{ \begin{array}{l} \omega_i + (1 - \omega_i)e^{-\theta_i/(1+\varphi\theta_i)} \\ (1 - \omega_i)\frac{\theta_i}{y_i!}\gamma y_i^{(1-\varphi)}e^{-(\theta_i/(1+\varphi\theta_i))} \end{array} \right.$ $y_i > 0$ | $E(Y_i) = (1 - \omega_i)\theta_i$ $V(Y_i) = (1 - \omega_i)\theta_i\left(1 + \varphi\theta_i\right)^2 + \omega_i\theta_i$ | Reduces to ZIGP-1 for $P = 1$ and ZIGP-2 for $P = 2$ |
3. A Simulation Study

In this section, we perform a simulation study to perceive the impact of choosing an inappropriate model on MLE, given that the data is generated from ZIGP distribution. We present the results of a simulation study, which fits Poisson (P), GP, ZIP, ZIGP and ZINB model to the sample data from ZIGP distribution. We compare the MSE, bias and standard error (SE) of the mean parameter for these fits. We observe a clear picture of the poor performance of the estimates of the mean parameter when the overdispersion and/or zero-inflation in a simulated data from ZIGP is ignored. We briefly discuss the methodology to estimate the mean parameter and give a systematic algorithm for a simulation study performed.

3.1 Algorithm for comparison of performance of mean parameter estimate

Let $y_1, y_2, \ldots, y_n$ be a random sample from ZIGP distribution. To fit Poisson, GP, ZIP, ZIGP and ZINB distribution to this data, we use ZIGP, VGAM and pscl packages in R, which actually fit, the intercept model and estimate the intercept parameter $\beta_0$ of the corresponding regression model. Let $\hat{\theta}^d$ be the MLE of $\theta$ (mean parameter) when model $d$ is fitted to the random sample, $d = P, GP, ZIP, ZIGP, ZINB$. Then $\hat{\theta}^d$ is estimated as $\hat{\theta}^d = e^{\hat{\beta}_0}$. The systematic algorithm for comparison of the performance of estimate of mean parameter of the different distributions is given below.

Generate $m = 500$ random samples each of size $n$ from $ZIGP(\theta, \varphi, \omega)|\theta=2, \varphi=1.5, \omega=\omega_0$. distribution for zero-inflation parameter $\omega_0$, $\omega_0 = 0.1, 0.2, \ldots, 0.8$.

i) Fit Poisson, GP, ZIP, ZIGP and ZINB models to the $i^{th}$ random sample and obtain MLE of $\theta$ as $\hat{\theta}_i^P, \hat{\theta}_i^{GP}, \hat{\theta}_i^{ZIP}, \hat{\theta}_i^{ZIGP}, \hat{\theta}_i^{ZINB}$ respectively for $i = 1,2,\ldots,m$.

ii) Evaluate Mean square error (MSE) and bias of $\hat{\theta}^d$ as $MSE(\hat{\theta}^d), bias(\hat{\theta}^d)$ using following formulae.

$$MSE(\hat{\theta}^d) = \frac{\sum_{i=1}^{m}(\hat{\theta}_i^d - \theta)^2}{m}$$ and $$bias(\hat{\theta}^d) = \frac{\sum_{i=1}^{m}(\hat{\theta}_i^d - \theta)}{m}, d = P, GP, ZIP, ZIGP, ZINB.$$

iii) Obtain $SE(\hat{\theta}^d) = \sqrt{var(\hat{\theta}^d)}$ where $var(\hat{\theta}^d) = \frac{\sum_{i=1}^{m}(\hat{\theta}_i^d - \hat{\theta})^2}{m-1}$ and $\hat{\theta} = \frac{\sum_{i=1}^{m}\hat{\theta}_i^d}{m}$.

iv) Repeat Steps (i), (ii) and (iii) across different values of $\omega_0 = 0.1, 0.2, \ldots, 0.8$ to get the $MSE(\hat{\theta}^d)$, $bias(\hat{\theta}^d)$ and $SE(\hat{\theta}^d)$ for each $\omega_0$.

v) Plot $MSE(\hat{\theta}^d)|_{\omega=\omega_0}, bias(\hat{\theta}^d)|_{\omega=\omega_0}$ and $SE(\hat{\theta}^d)|_{\omega=\omega_0}$ versus $\omega_0 = 0.1, 0.2, \ldots, 0.8$. 
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The results of a simulation study of random samples of size \( n = 50, 100 \) are given in Table 3.1 and Figure 3.1-3.10. To observe the validity of results, a parallel simulation study is performed for \( \theta = 5 \) and \( n = 250 \) which lead to the similar conclusions. Hence, these results are not included in the paper.

Table 3.1: MSE, SE and bias for mean parameter \( \theta \) for ZIGP \((2, 1, 5, \omega_0)\)

<table>
<thead>
<tr>
<th>( \omega_0 )</th>
<th>( n = 50 )</th>
<th>( n = 100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>GP</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1395</td>
<td>0.1395</td>
</tr>
<tr>
<td>SE</td>
<td>0.3020</td>
<td>0.3020</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.2200</td>
<td>-0.2200</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2449</td>
<td>0.2449</td>
</tr>
<tr>
<td>SE</td>
<td>0.2836</td>
<td>0.2836</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.4058</td>
<td>-0.4058</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4210</td>
<td>0.4210</td>
</tr>
<tr>
<td>SE</td>
<td>0.2757</td>
<td>0.2757</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.5874</td>
<td>-0.5874</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6977</td>
<td>0.6977</td>
</tr>
<tr>
<td>SE</td>
<td>0.2824</td>
<td>0.2824</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.7862</td>
<td>-0.7862</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0505</td>
<td>1.0505</td>
</tr>
<tr>
<td>SE</td>
<td>0.2674</td>
<td>0.2674</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.9895</td>
<td>-0.9895</td>
</tr>
<tr>
<td>0.6</td>
<td>1.5167</td>
<td>1.5167</td>
</tr>
<tr>
<td>SE</td>
<td>0.2312</td>
<td>0.2312</td>
</tr>
<tr>
<td>BIAS</td>
<td>-1.2097</td>
<td>-1.2097</td>
</tr>
<tr>
<td>0.7</td>
<td>1.9783</td>
<td>1.9783</td>
</tr>
<tr>
<td>SE</td>
<td>0.2123</td>
<td>0.2123</td>
</tr>
<tr>
<td>BIAS</td>
<td>-1.3904</td>
<td>-1.3904</td>
</tr>
<tr>
<td>0.8</td>
<td>2.6249</td>
<td>2.6249</td>
</tr>
<tr>
<td>SE</td>
<td>0.1644</td>
<td>0.1644</td>
</tr>
<tr>
<td>BIAS</td>
<td>-1.6118</td>
<td>-1.6118</td>
</tr>
</tbody>
</table>

In terms of MSE, the MLE of \( \theta \) for Poisson and GP model performs much poorer than the ZIP, ZIGP and ZINB model irrespective of the values of zero-inflation parameter \( \omega \) (Fig.3.1-3.2). Fig. 3.3 and 3.4 depicts that ZIGP model has least MSE among the three zero-inflated models and hence ZIGP is the most suitable model to fit the data than ZIP and ZINB for both situations \( n = 50,100 \). Similar results are observed for \( \theta = 5 \) and \( n = 250 \).
On the contrary, the SE of the estimate of the mean parameter in Fig. 3.5-3.6 shows that Poisson distribution (PD) and GPD have almost equal and lowest SE. Among zero-inflated models, ZIP model has least SE. The average SE for zero-inflated models increases as the value of inflation parameter $\omega$ increases, regardless of the mean/sample size.

Further, Fig. 3.7-3.10 shows the behaviour of average bias estimates of the mean parameter. It can be seen that, PD and GPD underestimate the mean parameter while the ZIP model overestimates it. ZIGP and ZINB model have the least and almost near zero bias among all other models. The mean parameter estimates gradually became worse (negatively biased) for PD and GPD as the value of the inflation parameter $\omega$ increases.
Although, small SE means a smaller variability, this is not necessarily an advantage, especially if the estimator is biased as noted when the PD and GPD were fitted to a zero-inflated data. Even though the PD and GPD both have the smallest SE in majority of the situations, both dramatically underestimate the mean. That is, the bias is driving the relationship in the statistical inference for both the PD and GPD. When the true distribution was ZIGP, the ZIP, ZIGP and ZINB models tracked very close to each other in case of all the sample sizes.

The important observations from a simulation study are reported below.

The average bias results point out that ignoring the zero-inflated nature of the data may result in a substantial underestimation of the mean and subsequently lead to insignificant findings. The bias of the mean parameter, by itself, does not allow definite conclusions about the statistical inference. Hence, one should not only look at the estimate of the mean parameter, but also at the inflation parameter. We explore the scenario through the box-plot of estimated mean and inflation parameter for 500 random samples each of size $n = 50$ from ZIGP distribution with $\theta = 2, \varphi = 1.5$ and $\omega = 0.5$ as in Fig. 3.11 and 3.12 respectively.
Figure 3.11-3.14 Boxplot of $\hat{\theta}^d$ and $\hat{\omega}^d$ of 500 random samples from $ZIGP(2, 1.5, 0.5)$ distribution.

Fig.3.11, 3.12 shows box-plot of estimated mean of 500 random samples of size $n = 50, 100$ from $ZIGP(2,1.5,0.5)$ and $ZIGP(2,1.5,0.4)$ respectively. It can be seen that, Poisson and GP model underestimate whereas ZIP model overestimates the mean. While ZIGP and ZINB model correctly identify the mean. Fig. 3.13 and 3.14 shows box-plot of MLE of inflation parameter. The box-plot of the MLE of inflation parameter shows that ZIGP model correctly identify the inflation parameter $\omega$ with lots of outliers to the lower side. While ZINB model underestimate and the ZIP model overestimate the inflation parameter $\omega$.

There are different measures of detecting overdispersion and zero-inflation for the zero-inflated count data. One such measure is discussed in the following Section.
4. Zero-Inflation Index

Puig and Valero (2006) introduced zero-inflation index (ZI index) and dispersion index as a measure of detecting zero-inflation and overdispersion respectively from the Poisson distribution. If $Y$ is a nonnegative integer random variable (count variable) with mean $\theta$ and $p_0$ is the proportion of zeros in a random sample of size $n$ then ZI index $z_i$ for the sample is defined as,

$$z_i = 1 + \frac{\log(p_0)}{\theta}$$

For the large sample from Poisson distribution $z_i$ is close to zero with high probability. We perform a simulation work to study the behaviour of $z_i$ for different sample sizes across different values of zero-inflation parameter.

Table 4.1 Average zero-inflation index for samples of size $n = 15, 25, 50, 100$ from ZIGP distribution across inflation parameter $\omega$

<table>
<thead>
<tr>
<th>Sample size ($n$)</th>
<th>Average zero-inflation index ($z_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>0.414470</td>
</tr>
<tr>
<td>25</td>
<td>0.418849</td>
</tr>
<tr>
<td>50</td>
<td>0.457601</td>
</tr>
<tr>
<td>100</td>
<td>0.445320</td>
</tr>
</tbody>
</table>

Table 4.1 shows the ZI index for 500 random samples of size $n = 15, 25, 50, 100$ from ZIGP distribution with $\theta = 2, \varphi = 1.5$ across zero-inflation parameter $\omega_0 = 0.1, 0.2, ..., 0.8$. It can be observed that ZI index is positive and always overestimates the true parameter for all the sample sizes.

Figure 4.1 Box plot of ZI index for random samples from $\text{ZIGP}(\theta, \varphi, \omega) \mid \theta = 2, \varphi = 1.5, \omega = \omega_0$ across zero inflation parameter with $n = 50, 100$. 
Fig. 4.1 shows that ZI index is positive almost for all samples. Even though ZI index is not defined as an estimate of inflation parameter, one can use it to get a rough idea about zero-inflation parameter \( \omega \). Further, ZI index would always overestimate the true parameter value of \( \omega_0 \) if treated as an estimate of \( \omega \) while for higher values of \( \omega \) it becomes more and more consistent. It can also be seen that this behaviour of ZI index is independent of sample size.

5. Parameter Estimation in ZIGP Distribution

In this section, we briefly review the methods of parameter estimation concerning ZIGP distribution and propose estimators for parameters based on the ratio of first two moments and proportion of zeros of ZIGP distribution which perform as good as MLE and even more efficient than the MLE.

We consider the zero-inflated GP model introduced by Consul and Famoye (1992) and denote it as \( ZIGP(\theta, \varphi, \omega) \). The pmf of \( Y \sim ZIGP(\theta, \varphi, \omega) \) is,

\[
P(Y = y|\theta, \varphi, \omega) = \begin{cases} 
\omega + (1 - \omega) e^{-\theta/\varphi} & y = 0 \\
(1 - \omega) \theta (\theta + y(\varphi - 1))^{y-1} \varphi^{-y} \exp\left(-\frac{(\theta + y(\varphi - 1))}{\varphi}\right) & y > 0
\end{cases}
\]

where \( 0 \leq \omega \leq 1, \theta > 0, \varphi \geq \max\{\frac{1}{2}, 1 - \frac{\theta}{m}\} \) and \( m(m > 4) \) is a largest natural number for which \( \theta + m(\varphi - 1) > 0 \) when \( \varphi < 1 \).

We discuss methods of estimation of parameters of ZIGP distribution.

5.1 Maximum Likelihood Estimation

The log-likelihood function based on a random sample \( y_1, y_2, ..., y_n \) from \( ZIGP(\theta, \varphi, \omega) \) distribution is,

\[
logL(\theta, \varphi, \omega|y_1, y_2, ..., y_n) = \sum_{i=1}^{n} I(y_i=0) \log\left(\omega + (1 - \omega)e^{-\theta/\varphi}\right) + \sum_{i=1}^{n} I(y_i>0) \left\{\frac{-(\theta + y_i(\varphi - 1))}{\varphi}\right\} \\
+ \sum_{i=1}^{n} I(y_i>0) \left\{\log(1 - \omega)\theta + (y_i - 1) \log(\theta + y_i(\varphi - 1)) - y_i \log \varphi - \log y_i!\right\}
\]

Iterative methods are used to obtain MLE of the parameters of ZIGP model. Czado and Min (2005) proved the consistency and asymptotic normality of a solution of maximum likelihood estimators.
MLE in ZIGP regression model. We use the ZIGP package in R software to get the MLE of ZIGP model.

5.2 Estimator based on first two moments and proportion of zeros (MOZE)

Wagh and Kamalja (2017b) compared the estimates of GPD parameter in terms of bias, MSE, covariance using the method of moment estimation and MLE through a simulation study and demonstrated that ME performs better or equally good as compared to MLE when the sample size is small. Wagh and Kamalja (2017c) proposed an estimator referred to as probability estimator of inflation parameter of ZIP distribution based on moment estimator of the mean parameter and compare its performance through a simulation study. Famoye (1997) estimates the parameters of GNBD by the method of maximum likelihood, MOZE, first two moments and the ratio of the first two frequencies (MORA) and Minimum Chi-square (MC) and compares them through asymptotic relative efficiency. In this section, we introduce new estimators of parameters of ZIGP distribution which are based on first two sample moments and proportion of zeros; but the method of obtaining the estimates is somewhat different than that of Famoye (1997). We describe this method in the following.

The first two population moments of $ZIGP(\theta, \varphi, \omega)$ distribution are,

$$E(Y) = (1 - \omega)\theta, \quad E(Y^2) = (1 - \omega)\theta(\theta + \varphi^2)$$

Let $M_1 = \frac{1}{n} \sum_{i=1}^{n} Y_i$ and $M_2 = \frac{1}{n} \sum_{i=1}^{n} Y_i^2$ be the first and second sample moment respectively, based on a random sample $y_1, y_2, ..., y_n$ from $ZIGP(\theta, \varphi, \omega)$ distribution. The moment equation obtained by equating first sample moment with the corresponding population moment of ZIGP distribution when simplified for $\theta$ gives,

$$\theta = \frac{M_1}{1 - \omega} \quad (5.1)$$

Equating ratio of $M_2$ and $M_1$ with the ratio of corresponding population moments of ZIGP distribution gives,

$$\frac{M_2}{M_1} = \theta + \varphi^2$$

Simplifying the above equation for $\varphi$, we get,
\[
\varphi = \sqrt{\frac{M_2 - M_1}{M_1}} \frac{1}{1-\omega}
\]

(5.2)

Let \( p_0 = P(Y = 0) \) and \( \hat{\theta}_0 = \frac{n_0}{n} \) be the corresponding empirical probability where \( n_0 \) is the frequency of zero in a random sample. Then

\[
p_0 = \omega + (1 - \omega)e^{-\theta/\varphi}
\]

Simplifying the expression \( \hat{\theta}_0 = p_0 \) for \( \omega \), we get the following probability equation.

\[
\omega = \frac{\hat{\theta}_0 - e^{-\theta/\varphi}}{1 - e^{-\theta/\varphi}}
\]

(5.3)

Thus \( \omega \) is in terms of \( \theta \) and \( \varphi \). An estimate of \( \omega \) based on (5.3) using ME of \( \theta \) and \( \varphi \) is calculated.

We use the following steps to obtain estimates of parameters.

i) Obtain the initial estimates \( \hat{\theta}_0 \) and \( \hat{\varphi}_0 \) of \( \theta \) and \( \varphi \) with \( \hat{\omega}_0 = \hat{\theta}_0 \). That is

\[
\hat{\theta}_0 = \frac{M_1}{1 - \hat{\omega}_0} \quad \text{and} \quad \hat{\varphi}_0 = \sqrt{\frac{M_2 - M_1}{M_1}} \frac{1}{1-\hat{\omega}_0}
\]

ii) The improved estimates \( \hat{\omega}_3, \hat{\theta}_3 \) and \( \hat{\varphi}_3 \) are obtained iteratively using (5.3), (5.1) and (5.2) respectively as follows for \( i = 1,2,3 \).

\[
\hat{\omega}_i = \frac{\hat{\theta}_0 - e^{-\hat{\theta}_{i-1}/\hat{\varphi}_{i-1}}}{1 - e^{-\hat{\theta}_{i-1}/\hat{\varphi}_{i-1}}}
\]

\[
\hat{\theta}_i = \frac{M_1}{1 - \hat{\omega}_i}
\]

\[
\hat{\varphi}_i = \sqrt{\frac{M_2 - M_1}{M_1}} \frac{1}{1-\hat{\omega}_i}
\]

(5.4)

We use only three iterations since at this stage we get an estimate, which is more or almost equally efficient than corresponding MLEs. In the next section, we demonstrate the efficiency of the proposed estimators with respect to MLE based on simulation.

6. Comparison of estimate of parameters of ZIGP distribution

We perform a simulation study to compare the performance of proposed estimates of parameters of ZIGP distribution through MSE, bias, and SE. The simulation study in this paper
demonstrates that the new estimators $\hat{\theta}_3, \hat{\phi}_3$ of $\theta$ and $\phi$ are almost equally efficient as that of respective MLEs while $\hat{\omega}_3$ is much more efficient than $\hat{\omega}_{ML}$. We discuss the steps of simulation study systematically in the following.

Generate $m$ random samples each of size $n$ from ZIGP distribution and obtain MLE $\hat{\theta}_{MLE}, \hat{\phi}_{MLE}, \hat{\omega}_{MLE}$ of $\theta, \phi$ and $\omega$ using ZIGP package in R-Software as discussed by Erhardt (2011). Calculate the proposed estimators $\hat{\theta}_3, \hat{\phi}_3$ and $\hat{\omega}_3$ for each sample. The algorithm is as follows.

i) $m = 500$ random samples each of size $n$ are generated from $ZIGP(\theta, \phi, \omega)$ for $\theta = 2, \phi = 1.5$ and $\omega = \omega_0$ where $\omega_0 \in (0, 1)$.

ii) Compute $\hat{\theta}^{(i)}_{MLE}, \hat{\phi}^{(i)}_{MLE}, \hat{\omega}^{(i)}_{MLE}$ and $\hat{\theta}^{(i)}_3, \hat{\phi}^{(i)}_3, \hat{\omega}^{(i)}_3$ for each of the $i^{th}$ sample.

iii) Evaluate $MSE(\hat{\theta}_{MLE})$ and $MSE(\hat{\theta}_3)$ using following formulae.

$$MSE(\hat{\theta}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\theta}^{(i)}_{MLE}-\theta)^2}{m},$$

$$MSE(\hat{\theta}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\theta}^{(i)}_3-\theta)^2}{m}.$$

Similarly, evaluate $MSE(\hat{\phi}_{MLE}), MSE(\hat{\phi}_3), MSE(\hat{\omega}_{MLE})$ and $MSE(\hat{\omega}_3)$ by using following formulae.

$$MSE(\hat{\phi}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\phi}^{(i)}_{MLE}-\phi)^2}{m},$$

$$MSE(\hat{\phi}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\phi}^{(i)}_3-\phi)^2}{m}.$$

$$MSE(\hat{\omega}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\omega}^{(i)}_{MLE}-\omega)^2}{m},$$

$$MSE(\hat{\omega}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\omega}^{(i)}_3-\omega)^2}{m}.$$

iv) Further evaluate the relative efficiency of all the proposed estimates with respect to respective MLE as follows.

$$RE(\hat{\theta}_3 | \hat{\theta}_{MLE}) = \frac{MSE(\hat{\theta}_{MLE})}{MSE(\hat{\theta}_3)},$$

$$RE(\hat{\phi}_3 | \hat{\phi}_{MLE}) = \frac{MSE(\hat{\phi}_{MLE})}{MSE(\hat{\phi}_3)}.$$

$$RE(\hat{\omega}_3 | \hat{\omega}_{MLE}) = \frac{MSE(\hat{\omega}_{MLE})}{MSE(\hat{\omega}_3)}.$$

v) The variance of the proposed estimates and MLEs is calculated as follows.

$$var(\hat{\theta}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\theta}^{(i)}_3-\hat{\theta}_3)^2}{m-1},$$

$$var(\hat{\theta}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\theta}^{(i)}_{MLE}-\hat{\theta}_{MLE})^2}{m-1},$$

$$var(\hat{\phi}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\phi}^{(i)}_3-\hat{\phi}_3)^2}{m-1},$$

$$var(\hat{\phi}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\phi}^{(i)}_{MLE}-\hat{\phi}_{MLE})^2}{m-1},$$

$$var(\hat{\omega}_3) = \frac{\Sigma_{i=1}^{m}(\hat{\omega}^{(i)}_3-\hat{\omega}_3)^2}{m-1},$$

$$var(\hat{\omega}_{MLE}) = \frac{\Sigma_{i=1}^{m}(\hat{\omega}^{(i)}_{MLE}-\hat{\omega}_{MLE})^2}{m-1}.$$
where 
\[
\bar{\theta}_3 = \frac{\sum_{i=1}^{m} \theta_3^{(i)}}{m}, \quad \bar{\theta}_{MLE} = \frac{\sum_{i=1}^{m} \hat{\theta}_3^{(i)}}{m}, \quad \bar{\phi}_3 = \frac{\sum_{i=1}^{m} \phi_3^{(i)}}{m}, \\
\bar{\omega}_3 = \frac{\sum_{i=1}^{m} \omega_3^{(i)}}{m}, \quad \bar{\omega}_{MLE} = \frac{\sum_{i=1}^{m} \hat{\omega}_3^{(i)}}{m}.
\]

We evaluate standard errors \(SE(\bar{\theta}_3), SE(\bar{\theta}_{MLE}), SE(\bar{\phi}_3), SE(\bar{\omega}_3)\) and \(SE(\bar{\omega}_{MLE})\) of the estimators from their respective variances.

vi) We also calculate average biases in the respective estimators as follows.

\[
bias(\bar{\theta}_3) = \frac{\sum_{i=1}^{m}(\tilde{\theta}_3^{(i)} - \theta)}{m}, \quad bias(\bar{\theta}_{MLE}) = \frac{\sum_{i=1}^{m}(\hat{\theta}_3^{(i)} - \theta)}{m},
\]

\[
bias(\bar{\phi}_3) = \frac{\sum_{i=1}^{m}(\tilde{\phi}_3^{(i)} - \phi)}{m}, \quad bias(\bar{\phi}_{MLE}) = \frac{\sum_{i=1}^{m}(\hat{\phi}_3^{(i)} - \phi)}{m},
\]

\[
bias(\bar{\omega}_3) = \frac{\sum_{i=1}^{m}(\tilde{\omega}_3^{(i)} - \omega)}{m}, \quad bias(\bar{\omega}_{MLE}) = \frac{\sum_{i=1}^{m}(\hat{\omega}_3^{(i)} - \omega)}{m}.
\]

Steps (i) to (vi) are repeated for \(\omega_0 = 0.1, 0.2, ..., 0.8\).

The simulation study is performed for the sample sizes \(n = 50, 100, 200, 250\). Table 6.1 and 6.2 shows the results for \(n = 50, 100\) (the results corresponding to \(n = 200, 250\) are not presented in the paper due to the almost similar behaviour).

### Table 6.1 MSE, SE, Bias and Relative Efficiency for \(\theta, \varphi, \omega\) of ZIGP distribution for \(n = 50\).

<table>
<thead>
<tr>
<th>Parameter (\omega)</th>
<th>Parameter (\theta)</th>
<th>Parameter (\varphi)</th>
<th>Parameter (\omega)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_0)</td>
<td>(MSE)</td>
<td>(SE)</td>
<td>(BIAS)</td>
</tr>
<tr>
<td>0.1</td>
<td><strong>MLE</strong></td>
<td>0.1836</td>
<td>0.4192</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.1863</td>
<td>0.3760</td>
</tr>
<tr>
<td>0.2</td>
<td><strong>MLE</strong></td>
<td>0.2000</td>
<td>0.4432</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.1955</td>
<td>0.3971</td>
</tr>
<tr>
<td>0.3</td>
<td><strong>MLE</strong></td>
<td>0.2641</td>
<td>0.5092</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.2393</td>
<td>0.4307</td>
</tr>
<tr>
<td>0.4</td>
<td><strong>MLE</strong></td>
<td>0.3441</td>
<td>0.5858</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.2788</td>
<td>0.4775</td>
</tr>
<tr>
<td>0.5</td>
<td><strong>MLE</strong></td>
<td>0.3888</td>
<td>0.6232</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.3054</td>
<td>0.4996</td>
</tr>
<tr>
<td>0.6</td>
<td><strong>MLE</strong></td>
<td>0.5308</td>
<td>0.7293</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.3913</td>
<td>0.5816</td>
</tr>
<tr>
<td>0.7</td>
<td><strong>MLE</strong></td>
<td>0.6492</td>
<td>0.8010</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.5068</td>
<td>0.6371</td>
</tr>
<tr>
<td>0.8</td>
<td><strong>MLE</strong></td>
<td>0.9919</td>
<td>0.9959</td>
</tr>
<tr>
<td></td>
<td><strong>MOZE</strong></td>
<td>0.8803</td>
<td>0.7878</td>
</tr>
</tbody>
</table>

Table 6.2 MSE, SE, Bias and Relative Efficiency for \(\theta, \varphi, \omega\) of ZIGP distribution for \(n = 100\).
Table 6.1 and 6.2 shows that MOZE and MLE of ZIGP distribution performs equally for the parameters $\theta$, $\varphi$ and $\omega$. We observed, through the relative efficiency of MOZE with respect to MLE for all the parameters of ZIGP distribution that, MOZE performs as good as the MLE for the sample sizes $n = 50, 100$. The results can be visualized through the Fig. 6.1-6.6 for $n = 50, 100$ which clearly shows the behaviour of the MLE and the MOZE for all the parameters across the values of $\omega$.

Figure 6.1-6.6 MSE, SE and Bias of estimated Mean parameter $\theta$ for ZIGP distribution for $n = 50, 100$. 

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>Estimate type</th>
<th>Parameter $\theta$</th>
<th>Parameter $\varphi$</th>
<th>Parameter $\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>SE</td>
<td>BIAS</td>
<td>RE($\hat{\theta}</td>
</tr>
<tr>
<td>0.1</td>
<td>MLE</td>
<td>0.1003</td>
<td>0.3108</td>
<td>0.0629</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.1217</td>
<td>0.2832</td>
<td>0.2041</td>
</tr>
<tr>
<td>0.2</td>
<td>MLE</td>
<td>0.1177</td>
<td>0.3417</td>
<td>0.0339</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.1204</td>
<td>0.2885</td>
<td>0.1934</td>
</tr>
<tr>
<td>0.3</td>
<td>MLE</td>
<td>0.1438</td>
<td>0.3791</td>
<td>0.0196</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.1337</td>
<td>0.3091</td>
<td>0.1959</td>
</tr>
<tr>
<td>0.4</td>
<td>MLE</td>
<td>0.2008</td>
<td>0.4483</td>
<td>0.0129</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.1658</td>
<td>0.3509</td>
<td>0.2073</td>
</tr>
<tr>
<td>0.5</td>
<td>MLE</td>
<td>0.2206</td>
<td>0.4694</td>
<td>0.0259</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.1797</td>
<td>0.3632</td>
<td>0.2191</td>
</tr>
<tr>
<td>0.6</td>
<td>MLE</td>
<td>0.2882</td>
<td>0.5374</td>
<td>0.0058</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.2155</td>
<td>0.4160</td>
<td>0.2069</td>
</tr>
<tr>
<td>0.7</td>
<td>MLE</td>
<td>0.3769</td>
<td>0.6131</td>
<td>0.0421</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.2890</td>
<td>0.4741</td>
<td>0.2543</td>
</tr>
<tr>
<td>0.8</td>
<td>MLE</td>
<td>0.5492</td>
<td>0.7390</td>
<td>0.0646</td>
</tr>
<tr>
<td></td>
<td>MOZE</td>
<td>0.4438</td>
<td>0.5879</td>
<td>0.3143</td>
</tr>
</tbody>
</table>
It can be observed that the MSE and SE of the mean parameter of $\hat{\theta}_3$ is less than that of $\hat{\theta}_{MLE}$. Overall the MOZE of mean parameter $\theta$ is equally efficient as MLE for ZIGP distribution.

Figure 6.7-6.12 MSE, SE and Bias of estimated dispersion parameter $\phi$ for ZIGP distribution for $n = 50, 100$. 
It can be observed that the MSE and SE for the dispersion parameter of $\phi_3$ is less than that of $\hat{\phi}_{MLE}$. Overall the MOZE of dispersion parameter $\phi$ is equally efficient as MLE for ZIGP distribution.

**Figure 6.13-6.18 MSE, SE and Bias of estimated inflation parameter $\omega$ for ZIGP distribution for $n = 50, 100$.**

Further, we note that the MSE for inflation parameter $\hat{\omega}_3$ is less than MSE of $\hat{\omega}_{MLE}$. Overall the MOZE of inflation parameter $\omega$ is more efficient than MLE for ZIGP distribution. The boxplot (not included) shows that $\hat{\omega}_3$ is more consistent than that of $\hat{\omega}_{MLE}$.

**7. Fitting different count data models**

For the purpose of demonstration, we fit Poisson, GPD, ZIP, ZIGP, and ZINB to various real life data sets and compare the values of chi-square statistic for goodness of fit and p-value at 5% level of significance. The results are reported in the following Table 7.1.
8. Conclusions

In this paper, we take a brief overview of different zero-inflated distributions that are popular for modelling count data having zero-inflation and overdispersion. We present a simulation study for choosing between zero-inflated models by comparing the performance of the estimates of Poisson, GPD, ZIP, ZIGP and ZINB model when the data come from ZIGP distribution. If the zero-inflated nature of the data is ignored and either a Poisson or GPD model is used to model a ZIGP data, we fail
to notice some significant relationships. To correctly identify the zero-inflated model one should consider an estimate of inflation parameter along with the estimate of the mean parameter.

We discuss the estimation of parameters of ZIGP distribution and propose estimators of parameters of ZIGP distribution based on the first two sample moments and proportion of zeros referred as MOZE and compares its performance with MLE through a simulation study. Through simulation study, it is observed that MOZE are almost equal or even sufficient than that of MLE of the parameters of ZIGP distribution.
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