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Abstract: In square contingency tables, analysis of agreement between row and column classifications is of interest. For nominal categories, kappa coefficient is used to summarize the degree of agreement between two raters. Numerous extensions and generalizations of kappa statistics have been proposed in the literature. In addition to the kappa coefficient, several authors use agreement in terms of log-linear models. This paper focuses on the approaches to study of inter-rater agreement for contingency tables with nominal or ordinal categories for multi-raters. In this article, we present a detailed overview of agreement studies and illustrate use of the approaches in the evaluation agreement over three numerical examples.
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1. Introduction

Square contingency tables are frequently used in many fields, such as medicine, sociology, and behavioral sciences. The R×R tables, in which classified variables are intimately related, are called square contingency tables. Square contingency tables may arise in different ways (Lawal, 2003):

- When a sample of individuals or subjects is cross-classified according to two essentially similar categorical variables.
- When samples of pairs of matched individuals or subjects such as husbands and wives, fathers and sons, or twin brothers are classified according to some categorical variable of interest.
- In panel studies where each individual or subject in a sample is classified according to the same criterion at two different points in time.
- In rating experiments in which a sample of N individuals or subjects is rated independently by the same two raters into one of R nominal or ordinal categories.

When working on these kinds of tables, firstly the agreement between row and column variables is investigated. Interrater agreement represents the extent to which different judges tend
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to assign exactly the same rating for each object (Tinsley and Weiss, 2005; Poppins, 2010). The agreement between objects rated independently by two raters or twice by the same rater is investigated with the agreement coefficients. There are different agreement coefficients for each different scale type (nominal, ordinal, and interval) and the type of coefficient changes according to the number raters. As a result, there is a huge literature on agreement coefficients. Although there are numerous agreement coefficients for each table structure or number of raters, there is no agreement on the use of these coefficients. Also, almost each coefficient has a specific disadvantage in calculation or interpretation. In addition to agreement coefficients, approaches based on log-linear models for studying agreement patterns have also been proposed in the literature. There are specialized log-linear models for nominal and ordinal tables. Each model can be used to interpret the degree of agreement through odds ratios. In order to choose the most suitable way to evaluate agreement, we need to consider available literature on the context of agreement analysis and be aware of alternatives that provides accurate analysis of agreement.

In this article, considering the diversity of measures and approaches used to infer the degree and the direction of agreement and the importance of use of the most accurate tool for the evaluation of agreement, we present an extensive review of the literature on agreement coefficients and log-linear models used to evaluate agreement. We illustrate agreement coefficients calculated for two and multi-raters with nominal and ordinal categories, and also we mention disagreement coefficients. We present log-linear agreement models for nominal and ordinal categories, and multi-rater studies. All of the discussed content are illustrated over three numerical examples.

Two way and three way contingency table examples are cited in Section 2. The agreement coefficients are reviewed in Section 3. Section 4 presents the log-linear agreement models, followed by conclusion in Section 5.

2. Examples

In this section, we revisit three examples that will be used to illustrate the measures and models related with the content of agreement.

**Example 1:** To illustrate the calculation of nominal agreement coefficients and agreement models, let us consider the square contingency table in Table 1. The data taken from Gwet (2012) who examined 100 individuals suffering from spinal pain. Two clinicians classified them in three categories according to their syndrome type (e.g. Derangement, Dysfunction, or Postural). In this example, we investigate agreement between decisions of clinicians.
Example 2: 149 patients from Winnipeg are classified independently by two neurologists into four diagnostic categories in order to investigate the possibility that the disease was distributed differently geographically. The data is taken from Westlund and Kurland (1953) and also discussed by Landis and Koch (1977a), Gwet (2012), and Bangdiwala and Shankar (2013).

Example 3: The data in Table 3 is based on the data originally discussed by Holmquist, McMahon, and Williams (1967). This data set has also been analyzed in the studies of Landis and Koch (1977b), Becker and Agresti (1992), and Saracbasi (2011a). In order to investigate the variability in the classification of carcinoma in situ of the uterine cervix, three pathologists were classifying 118 slides into the 5 categories. Because the data contain sampling zero frequencies, the original categories are reclassified to the following categories: (1) Negative, (2) Atypical Squamous Hyperplasia, (3) Carcinoma in Situ + Squamous Carcinoma with Early Stromal Invasion + Invasive Carcinoma (Landis and Koch, 1977b; Becker and Agresti, 1992). This data set is used to illustrate the measures on models for multi-rater studies.

Table 1: Rating of spinal pain by Clinicians 1 and 2

<table>
<thead>
<tr>
<th>Clinician 1</th>
<th>Derangement Syndrome</th>
<th>Dysfunctional Syndrome</th>
<th>Postural Syndrome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Derangement Syndrome</td>
<td>55</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Dysfunctional Syndrome</td>
<td>6</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Postural Syndrome</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2: Cross tabulations of multiple sclerosis diagnosis by two independent neurologists, comparing concordance with different sets of patients

<table>
<thead>
<tr>
<th>Winnipeg Neurologist</th>
<th>New Orleans Neurologist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certain</td>
<td>38 5 0 1</td>
</tr>
<tr>
<td>Probable</td>
<td>33 11 3 0</td>
</tr>
<tr>
<td>Possible</td>
<td>10 14 5 6</td>
</tr>
<tr>
<td>No</td>
<td>3 7 3 10</td>
</tr>
</tbody>
</table>

Table 3: Independent classification by three pathologists of most involved histological lesion
3. Agreement Coefficients

3.1 Agreement coefficients for nominal categories

The first approaches of agreement studies were focused on raw agreement which is equal to the observed proportion of agreement (von Eye, Schauerhuber, and Mair, 2007). Let $n_{ij}$ denote the number of objects, $n$ show the total number of observations, $p_i$ indicate the $i$th row total probability, and $p_{.j}$ indicate the $j$th column total probability in an $R \times R$ contingency table. Then the raw agreement, $ra$ is calculated as the following where $p_{ij}$ is the probability of cell $(i, j)$ for $i, j = 1, 2, ..., R$:

$$ra = \sum_{i=1}^{R} p_{ii}.$$  

Let $P_0$ be the observed agreement equal to $ra$ and $Pe$ be the proportion agreement expected by chance, the general form for agreement coefficients is defined as the following (Zwick, 1988):

$$A = \frac{P_0 - Pe(A)}{1 - Pe(A)}.$$  

It is shown that, $A$ coefficient given in Equation (2) provides a better description of the degree of agreement than $ra$ (Zwick, 1988). Goodman and Kruskal (1954) suggested $\lambda$ and Bennett, Alpert, and Goldstein (1954) suggested $S$ coefficient. Bennett, Alpert, and Goldstein (1954) claimed that the proportion $1/R$, where $R$ is the number of categories, represents the best estimate of proportion agreement expected by chance ($Pe$) (Yang, 2007). Scott (1955) suggested $\pi$ coefficient to overcome the defects of $S$. Scott (1955) argued that, "It is convenient to assume that the distribution for the entire set of interviews represents the most probable (and hence 'true' in the long-run probability sense) distribution for any individual coder." Cohen (1960) discussed Scott’s $\pi$ from the point that it ignores differences in rater marginals.

Cohen (1960) suggested $\kappa$ statistics as a chance-corrected measure of agreement. The assumption of $\kappa$ is that the ratings of raters are statistically independent and kappa allows different marginal probabilities of success associated with the raters to differ (Banerjee, Capozzoli, McSweeney, Sinha, 1999). Cohen’s $K$ coefficient is always applicable, easy to calculate and interpret, available in general purpose statistical software packages, and it condenses relevant information into one coefficient (Cohen, 1960). Oppositely, most authors discussed some limitations and insufficiencies of $\kappa$, such as: loss of information, unless $\kappa$ approaches 1, the measure does not allow one to describe the structure of the joint frequency distribution, specific hypotheses cannot be tested, and covariates cannot be taken into account (Tanner and Young, 1985a; Kundel and Polansky, 2003). Feinstein and Cicchetti (1990) and Cicchetti and Feinstein (1990) made two well-known paradoxes with Cohen’s $\kappa$: (1) A low kappa can occur at a high agreement and (2) Unbalanced marginal distributions produce higher values of kappa than more balanced marginal distributions.

The coefficients $S$, $\pi$, and $\kappa$ all have disadvantages. In formulating the chance corrections, the homogeneity of rater marginals is assumed by $\pi$ and uniformity of marginals is represent by $S$ (Zwick, 1988). Marginals are assumed to be fixed whenever the marginal probabilities are
known to the rater before classifying the objects into categories. When the raters are completely free to assign objects to categories in any way they choose, the marginals are qualified "free." Brennan and Prediger (1981) claimed that $\kappa$ is appropriate when marginal probabilities are fixed. If either or both of the marginals are free to vary, $\kappa$ is replaced by $S$. Warrens (2010a) proved that $S \geq \pi \geq \lambda$ and $\kappa \geq \pi \geq \lambda$ for $R \times R$ tables and $S$ is an upper bound of $\kappa$ when matrix of the marginal probabilities are weakly symmetric.

Maxwell (1977) suggested the random error coefficient of agreement (RE) as a measure of agreement for $2 \times 2$ tables and Janes (1979) extended RE coefficient for $R \times R$ tables. When $R > 2$, the average disagreement ($ad$) is

$$ad = \frac{\text{sum of proportions in disagreement cells}}{R^2 - R}.$$  

When the chance-corrected agreement for $i^{th}$ category is $P_i = p_{ii} - ad$, RE is calculated as follows.

$$RE = P_0 + P_1 + \cdots + P_R.$$  

Aickin (1990) suggested $\alpha$ coefficient and proposed an iterative algorithm to calculate the coefficient. Gwet (2008) suggested AC1 coefficient which is similar to $\kappa$ in its formulation and its simplicity (in addition to being paradox-resistant) (Gwet, 2008; Gwet, 2012) and discussed the problem that the $Pe$ of kappa differs from 0 to 1 despite the fact that $Pe$ values should not exceed 0.5. Gwet discussed the necessity of a new formulation to compute the chance agreement probability (Gwet, 2012; Wongpakaran, Wongpakaran, Wedding, and Gwet, 2013). Wongpakaran, Wongpakaran, Wedding, and Gwet (2013) concluded that in assessing the inter-rater reliability coefficient for personality disorders, Gwet’s AC1 is superior to Cohen’s $\kappa$ and the results show that Gwet’s method over Cohen’s $\kappa$ with regard to prevalence or marginal probability problem. Unlike $\kappa$ and AC1, the $\alpha$ coefficient is computation intensive. $S$ has reappeared as the C coefficient of Janson and Vegelius (1979) and the $K_\eta$ index of Brennan and Prediger (1981).

Although the coefficients are used to describe the agreement, they are based on different assumptions. Thus, they are not appropriate in all contexts. The assumptions are hidden in different definitions of $Pe$ (Warrens, 2010a). These definitions are presented in Table 4 and the coefficients are calculated with Equation (2). For each of these coefficients, the formulation of $Pe$ differs as seen in Table 4.4. Here in the formulation of Aickin’s $\alpha$, $P^{X}_{k|H}$ represents the probability for rater $X$ to classify into category $k$, a subject known to be hard to classify (Gwet, 2012).

The Bangdiwala’s $B_N$ statistic was derived from a graphical representation of $R \times R$ table, so it focuses on the area of agreement. It is calculated as

$$B_N = \frac{\sum_{i=1}^{R} n_i^2}{\sum_{i=1}^{R} n_i n_j}.$$  

where $n_i$ and $n_j$ are the $i^{th}$ row and $j^{th}$ column totals, respectively. Because the BN statistic is a ratio, it ranges from 0 for no agreement to +1 for perfect agreement (Bangdiwala, 1988; Munoz and Bangdiwala, 1997).
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Table 4: Definitions of the proportion agreement expected by chance

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Definition of $P_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen’s $\kappa$</td>
<td>$\sum_{i=1}^{R} p_i p_{.i}$</td>
</tr>
<tr>
<td>Goodman and Kruskal’s $\lambda$</td>
<td>$\max(\frac{E+P-E\cdot P}{2})$</td>
</tr>
<tr>
<td>Scott’s $\pi$</td>
<td>$\sum_{i=1}^{R} (\frac{E_i+P_i-E\cdot P}{2})^2$</td>
</tr>
<tr>
<td>Brennan and Prediger $\kappa_{\eta}$</td>
<td>$1/R$</td>
</tr>
<tr>
<td>Aickin’s $\alpha$</td>
<td>$\sum_{k=1}^{R} P_{k</td>
</tr>
<tr>
<td>$AC_1$</td>
<td>$\sum_{i=1}^{R} p_i (1 - p_i)/R - 1$ $p_i = (p_i + p_{.i})/2$</td>
</tr>
</tbody>
</table>

In the literature, there are several interpretations of $\kappa$ statistic. The inferences shown Table 5 can be assigned to the corresponding ranges of kappa (Landis and Koch, 1977a; Altman, 1991; Fleiss, Levin, and Paik, 2003).

Table 5: Interpretation of kappa statistics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa Statistic</td>
<td>Strength of Agreement</td>
<td>Kappa Statistic</td>
</tr>
<tr>
<td>0.81-1.00</td>
<td>Almost Perfect</td>
<td>0.81-1.00</td>
</tr>
<tr>
<td>0.61-0.80</td>
<td>Substantial</td>
<td>0.61-0.80</td>
</tr>
<tr>
<td>0.41-0.60</td>
<td>Moderate</td>
<td>0.41-0.60</td>
</tr>
<tr>
<td>0.21-0.40</td>
<td>Fair</td>
<td>0.21-0.40</td>
</tr>
<tr>
<td>0.00-0.20</td>
<td>Slight</td>
<td>&lt; 0.20</td>
</tr>
<tr>
<td>&lt; 0.00</td>
<td>Poor</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 shows the Munóz and Bangdiwala’s (1997) summary of interpretation guidelines for $\kappa$ and BN coefficients for $3 \times 3$ and $4 \times 4$ tables.

For Example 1, agreement coefficients are calculated and given in Table 7. The results show that the level of agreement is different for the coefficients. When kappa has the lowest agreement between clinicians decisions, $ra$ has the highest level of agreement. As expected, Warren’s inequality ($K \geq \pi \geq \lambda$) is observed for this data. While it is possible to infer a fair agreement by $K$, it can be said that the agreement between clinicians is at a substantial on good level. This is a good example of discrepancy between measures and their interpretation.
For ordinal square tables, the hierarchy between levels of ordinal variables should be considered in the analysis of agreement. In that case, different coefficients focused in the next section should be used.

### 3.2 Agreement coefficients for ordinal categories

For ordinal categories, instead of kappa, weighted kappa coefficient is suggested for use (Cohen, 1968). The coefficient allows each (i, j) cell to be weighted according to the degree of agreement between ith and jth categories (Shoukri, 2004). Since the observed agreement and the proportion agreement expected by chance are

\[
P_0 = \sum_{i=1}^{R} \sum_{j=1}^{R} \omega_{ij} p_{ij},
\]

and

\[
P_0 = \sum_{i=1}^{R} \sum_{j=1}^{R} \omega_{ij} p_i p_j,
\]

respectively, the weighted kappa coefficient \( K_{\omega} \) is

\[
K_{\omega} = \frac{P_0 - P_e}{1 - P_e}.
\]

Vanbelle and Albert (2009) showed that using linear weights is equivalent to deriving a kappa coefficient from \( R - 1 \) embedded 2 × 2 tables. Bangdiwala (1988) also suggested the weighted version of B_N coefficient and suggested B_w coefficient. The sufficiency of weighted kappa was discussed by Warrens (2014). Warrens (2013a) discussed the kappa coefficients for 3 × 3 tables. Besides a variation of the weighted kappa, Kendall’s W coefficient was suggested to investigate interrater agreement (Kendall and Babington-Smith, 1939).

While all the disagreements accepted equal to calculate unweighted kappa coefficient, disagreements are ranked to calculate weighted kappa. The weights indicate disagreement and are used to calculate weighted kappa. Under this circumstance, selection of the weights has a

<table>
<thead>
<tr>
<th>( P_0 )</th>
<th>Labels</th>
<th>Kappa*</th>
<th>( B_N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Perfect</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.9</td>
<td>Almost Perfect</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td>0.7</td>
<td>Substantial</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>0.5</td>
<td>Moderate</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>0.3</td>
<td>Fair</td>
<td>-0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>0.1</td>
<td>Poor</td>
<td>-0.35</td>
<td>-0.20</td>
</tr>
</tbody>
</table>

*: In each row, the first value corresponds to 3 × 3 tables and the second value to 4 × 4 tables.

For ordinal square tables, the hierarchy between levels of ordinal variables should be considered in the analysis of agreement. In that case, different coefficients focused in the next section should be used.

Table 6: Interpretation of kappa and \( B_N \) statistics for 3 × 3 and 4 × 4 tables

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>( r_\alpha )</th>
<th>( r_\kappa )</th>
<th>( \lambda )</th>
<th>( \pi )</th>
<th>( \kappa_m )</th>
<th>( R_e )</th>
<th>( A_{\pi} )</th>
<th>( \alpha )</th>
<th>( B_N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>0.650</td>
<td>0.322</td>
<td>0.000</td>
<td>0.321</td>
<td>0.475</td>
<td>0.475</td>
<td>0.528</td>
<td>0.401</td>
<td>0.636</td>
</tr>
</tbody>
</table>

Table 7: The calculated agreement coefficients between clinicians

For ordinal square tables, the hierarchy between levels of ordinal variables should be considered in the analysis of agreement. In that case, different coefficients focused in the next section should be used.

### 3.2 Agreement coefficients for ordinal categories

For ordinal categories, instead of kappa, weighted kappa coefficient is suggested for use (Cohen, 1968). The coefficient allows each (i, j) cell to be weighted according to the degree of agreement between ith and jth categories (Shoukri, 2004). Since the observed agreement and the proportion agreement expected by chance are

\[
P_0 = \sum_{i=1}^{R} \sum_{j=1}^{R} \omega_{ij} p_{ij},
\]

and

\[
P_0 = \sum_{i=1}^{R} \sum_{j=1}^{R} \omega_{ij} p_i p_j,
\]

respectively, the weighted kappa coefficient \( K_{\omega} \) is

\[
K_{\omega} = \frac{P_0 - P_e}{1 - P_e}.
\]

Vanbelle and Albert (2009) showed that using linear weights is equivalent to deriving a kappa coefficient from \( R - 1 \) embedded 2 × 2 tables. Bangdiwala (1988) also suggested the weighted version of B_N coefficient and suggested B_w coefficient. The sufficiency of weighted kappa was discussed by Warrens (2014). Warrens (2013a) discussed the kappa coefficients for 3 × 3 tables. Besides a variation of the weighted kappa, Kendall’s W coefficient was suggested to investigate interrater agreement (Kendall and Babington-Smith, 1939).

While all the disagreements accepted equal to calculate unweighted kappa coefficient, disagreements are ranked to calculate weighted kappa. The weights indicate disagreement and are used to calculate weighted kappa. Under this circumstance, selection of the weights has a
great importance. Popular weights for weighted kappa are the linear and the quadratic weights shown in Equations (9) and (10), respectively (Cicchetti and Allison, 1971; Fleiss and Cohen, 1973). The quadratically and linearly weighted kappas are used for continuous-ordinal scale data. However, in practice, many scales are dichotomous ordinal. In this case, Warrens (2013b) suggested to use the additive weights shown in Equation (9). In recent studies, dispersion weights (Schuster and Smith, 2005), weights with the exponential and square distance functions shown in Equations (10) and (11) were suggested (Yang, 2007). It has been frequently observed in the literature that the value of the quadratically weighted kappa is higher than the value of the linearly weighted kappa (Warrens, 2012). This result implies that the level of the agreement depends on used weights. This is one of the disadvantages of weighted kappa.

- **Linear weights:**
  \[ \omega_{ij} = 1 - \frac{|i - j|}{(R - 1)}. \]  
  (9)

- **Quadratic weights:**
  \[ \omega_{ij} = 1 - \frac{(i - j)^2}{(R - 1)^2}. \]  
  (10)

- **Additive weights:**
  \[
  \omega_{ij} = \begin{cases} 
  0 & \text{if } i = j, \\
  \sum_{t=i}^{j-1} \omega_t & \text{if } i < j, \\
  \sum_{t=j}^{i-1} \omega_t & \text{if } i > j, 
  \end{cases}
  \]  
  (11)

- **Square distance function (SDF):**
  \[ \omega_{ij} = 1 - \frac{|i - j|^2}{R(R + 1)^2(R + 2)}. \]  
  (12)

- **Exponential distance function (EDF):**
  \[ \omega_{ij} = 1 - \frac{e^{|i-j|-1}}{\left(\frac{e(e^R - 1)}{1 - R} + R\right) - \frac{R(R + 1)}{2}}. \]  
  (13)

Berry and Mielke (1988) and Janson and Olsson (2001) discussed the agreement for the square tables with interval scale. Scott’s \( \pi \) and Brennan and Prediger’s \( k_n \) coefficients were generalized by Gwet (2012).

For Example 2, agreement coefficients for nominal and ordinal variables are calculated and given in Table 8. The results in Table 8 show that the coefficients for nominal variable are not consistent with those given for ordinal variables. Although the agreement is interpreted as slight from \( \kappa \), it is obtained as moderate from \( ra \). The level of agreement between neurologists for unweighted \( \kappa \) and \( B_n \) differ from weighted versions. Weighted kappa coefficient with linear weights has the lowest agreement between neurologists decisions and \( B_w \) has the highest agreement. The value of quadratically weighted kappa is found higher than linearly weighted kappa which has been remarked in literature.

Table 8: The calculated agreement coefficients between clinicians
3.3 Agreement coefficients for multi-rater studies

Cohen’s κ is suggested for use in two rater studies. For the multi-rater studies, Light’s κ (Light, 1971), which is the generalized form of Cohen’s κ, Hubert’s κ (1977), and Fleiss κ (1971) can be used (Shoukri, 2004; Warrens, 2010b). Hubert’s κ was independently proposed by Conger (1980). S coefficients were generalized for multi-raters by Randolph (2005). As an alternative to Fleiss κ, Gautam (2014) suggested A-kappa. Berry, Johnston, and Mielke (2008) suggested a kappa coefficient for ordinal square tables with multi-raters.

Let h be the number of raters, R be the number of categories, n be the number of observations, \( \kappa_{ij} \) in Equation (14) be the kappa coefficient among ith and jth raters, and \( K_{ij} \) in Equations (15)-(17) be the number of raters that assign ith observation to category j. Then, Lights’s κ, Fleiss’s κ, Randolph’s S, and Gautam’s A-kappa coefficients are defined as follows:

- **Light’s κ**
  
  \[
  L(k) = \frac{2}{h(h-1)} \sum_{i=1}^{h-1} \sum_{i'\neq i+1}^{h} k_{ii'}
  \]
  The measure \( L(\kappa) \) is the arithmetic mean of \( h(h-1)/2 \) pairwise \( \kappa_{ii} \) that can be formed between \( h \) raters.

- **Fleiss’s κ**:
  
  \[
  F(\pi) = \frac{\sum_{i=1}^{R} \sum_{j=1}^{R} K_{ij}^2 - hn [1 + (h-1) \sum_{j=1}^{R} P_j^2]}{nh(h-1)[1 - \sum_{j=1}^{R} P_j^2]},
  \]
  Where \( P_j = \frac{1}{hn} \sum_{i=1}^{n} K_{ij} \).

- **Randolph’s S**:
  
  \[
  R(S) = \frac{1}{nh(h-1)} \left\{ \sum_{i=1}^{n} \sum_{j=1}^{R} K_{ij}^2 - hn \right\} - \frac{1}{R},
  \]
  Where \( i = 1, 2, ..., n \) and \( j = 1, 2, ..., R \).

- **Gautam’s A-kappa (AK)**:
  
  \[
  G = R \sum_{i=1}^{n} \sum_{j=1}^{R} K_{ij}^2 / (nh^2(R-1)) - 1/(R-1)
  \]
  \[
  AK = \frac{G - 1/h}{1 - 1/h}
  \]
Hubert’s coefficient was rewritten for ordinal categories with different definitions of $P_0^H$ and $P_e^H$ (Warrens, 2010b). When $p_i, q_j,$ and $r_k$ are marginal proportions and $A = \{a_{ij}\}$, $B = \{b_{ij}\}$, and $C = \{c_{ij}\}$ are the sub-tables, given in Equation (19),

$$\alpha_{ij} = \sum_{k=1}^{R} P_{ijk}, \quad b_{ij} = \sum_{k=1}^{R} P_{jik}, \quad c_{ij} = \sum_{k=1}^{R} P_{jki},$$

(19)

And

$$p_i = \sum_{j=1}^{R} \sum_{k=1}^{R} P_{ijk}, \quad q_i = \sum_{j=1}^{R} \sum_{k=1}^{R} P_{jik}, \quad r_i = \sum_{j=1}^{R} \sum_{k=1}^{R} P_{jki},$$

(20)

The $P_0^H$ and $P_e^H$ are defined as:

$$P_0^H = \frac{1}{3} \sum_{i=1}^{R} \sum_{j=1}^{R} \left[ 1 - \frac{|i-j|}{R-1} \right] (a_{ij} + b_{ij} + c_{ij}),$$

(21)

And

$$P_e^H = \frac{1}{3} \sum_{i=1}^{R} \sum_{j=1}^{R} \left[ 1 - \frac{|i-j|}{R-1} \right] (p_i q_j + p_i r_j + q_i r_j),$$

(22)

Berry, Johnston, and Mielke (2008) suggested a weighted kappa coefficient for ordinal 3-rater tables with the following $P_0^M$ and $P_e^M$:

$$P_0^M = \sum_{i=1}^{R} \sum_{j=1}^{R} \sum_{k=1}^{R} w_{ijk} P_{ijk} q_j r_k,$$

(23)

And

$$P_e^M = \sum_{i=1}^{R} \sum_{j=1}^{R} \sum_{k=1}^{R} w_{ijk} P_{ijk} q_j r_k,$$

(24)

Here the weights $w_{ijk}$ are calculated from Equation (25):

$$w_{ijk} = 1 - \frac{|i-j| + |i-k| + |j-k|}{2(R-1)},$$

(25)

then the Hubert’s and Berry’s weighted kappas are calculated from Equation (2).

For Example 3, agreement coefficients for multi-rater tables are calculated and given in Table 9. The results show that the level of agreement between three pathologists is similar at $L(\kappa)$ and $F(\pi)$, and highest at Berry, Johnston, and Mielke’s $\kappa_w$. Because the levels of carcinoma in situ of uterine cervix are ordinal, Berry, Johnston, and Mielke’s $\kappa_w$ is the most proper measure.

Table 9: The calculated agreement coefficients between pathologists
In addition to agreement coefficients, the coefficients that measure disagreement mentioned in the next section are also suggested in the literature.

### 3.3 Disagreement coefficient

Cohen’s k, Brennan and Prediger’s kη, and raw agreement coefficients were rewritten as disagreement measures (von Eye and von Eye, 2005). Since Pd is the observed disagreement and Pd is the proportion disagreement expected by chance, the raw disagreement is defined as the following:

\[ ra^d = 1 - P_0 = 1 - \sum_{i=j}^R P_{ii} = P_0^d. \] (26)

Cohen’s k is rewritten as a disagreement measure (von Eye and von Eye, 2005):

\[ P^d_e = \sum_{i \neq j} R P_{i}.P_{j} = 1 - \sum_{i=j}^R P_{i}.P_{j} = 1 - P_e. \] (27)

then the kappa is calculated from,

\[ k^d = \frac{P_0^d - P_e^d}{1 - P_e^d} = \frac{-P_0 + P_e}{P_e} \] (28)

Brennan ve Prediger’s kη was rewritten as a disagreement measure:

\[ k^d_n = \frac{1}{1 - P_0}. \] (29)

For Example 1, disagreement coefficients are calculated and given in Table 10. When the value of disagreement is positive, it can be said that there is a disagreement instead of agreement between raters. Here, because kd < 0 and kd < 0, instead of disagreement, there is more agreement between clinicians decisions. Because rad changes between 0 and 1, and the value of rad = 0.350, it can be said that there is more agreement than disagreement between the decisions of clinicians.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>L(κ)</th>
<th>F(π)</th>
<th>Berry et al.’s κw</th>
<th>W</th>
<th>AK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>0.553</td>
<td>0.549</td>
<td>0.709</td>
<td>0.645</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Table 10: The calculated disagreement coefficients between clinicians

### 4. Log-linear Agreement Models

Because of the insufficiency of agreement coefficients, most authors prefer to use log-linear agreement models. Instead of summarizing agreement, log-linear models analyze the structure of the agreement in the data (Tanner and Young, 1985a). Model studies give more detailed
information about the table. In addition to analysis of agreement, odds ratios may be calculated under fitted model to infer the degree of agreement.

4.1 Agreement models for nominal categories

Agreement models are suggested to be used in square contingency tables with nominal categories. These are agreement (Tanner and Young, 1985a), disagreement, symmetric band disagreement (Tanner and Young, 1985b), and agreement plus disagreement (Saracbasi, 2011b) models. Consider an $R \times R$ contingency table that the first rater is represented by $X$ and the second rater is represented by $Y$. In this two-way table, $n$ subjects are cross-classified on two categorical responses. The corresponding log-linear model is as given in Equation (30).

$$\log m_{ij} = \lambda + \lambda_i^X + \lambda_j^Y + \delta_{ij},$$  \hspace{1cm} (30)

where $\lambda$ is overall effect parameter, $\lambda_i^X$ is the effect of $X$ at $i$ and $\lambda_j^Y$ is the effect of $Y$ at $j$ with constraints such as $\sum_{i=1}^R \lambda_i^X = \sum_{j=1}^C \lambda_j^Y = 0$. $m_{ij}$’s are the expected values and $\delta_{ij}$ is the agreement parameter between $X$ and $Y$, where $i = 1, 2, \ldots, R$ and $j = 1, 2, \ldots, C$. The model is named with the agreement parameter. The agreement, disagreement, and symmetric band disagreement parameters are given in Equations (31), (32), and (33), respectively. The agreement and disagreement models have $(R - 1)^2 - 1$ degrees of freedom. The symmetric band disagreement model has $(R - 1)^2 - R + 1$.

$$\delta_{ij} = \begin{cases} \delta & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{1cm} (31)

$$\delta_{ij} = \begin{cases} \delta & \text{if } i \neq j, \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{1cm} (32)

$$\delta_{ij} = \begin{cases} \delta_1 & \text{if } |i - j| = 1, \\ \delta_2 & \text{if } |i - j| = 2, \\ \vdots & \\ \delta_{R-1} & \text{if } |i - j| = R - 1, \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (33)

The agreement plus disagreement model is,

$$\log m_{ij} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_{ij} + \delta_{ij},$$  \hspace{1cm} (34)

where $\gamma_{ij}$ is the agreement parameter that shown in the Equation (31) and $\delta_{ij}$ is the disagreement parameter that shown in the Equation (33).

Odds ratios ($\theta_{ij}$) of successfully fitting models can be used to infer the agreement. The odds ratio diverges from 1 means that the decisions of raters are more similar than one level up decision, whereas the odds ratio converges to 0 means that the decisions of raters are more different than similar. The similarity indicates agreement between decisions of raters.

$$\theta_{ij} = \frac{m_{ij}m_{i+1,j+1}}{m_{i+1,j}m_{i,j+1}} \hspace{1cm} i = j = 1, 2, \ldots, R.$$  \hspace{1cm} (35)
Agreement models are fitted to data in Example 1 and results are given in Table 11. While the calculated agreement coefficients in Table 7 indicate at least fair agreement between pathologists, estimated agreement coefficients (δ) also indicate the agreement. The agreement and disagreement models do not fit the data but symmetric band disagreement model fits the data at 1% level of significance. The agreement parameter in agreement model is δ > 0 and found significant at 5% level of significance. Therefore, there is more agreement than expected by chance. Because δ < 0 in disagreement models, there is less disagreement than expected by chance. In the symmetric band disagreement model, the disagreement parameters are both significant and this indicates agreement.

The best fitting model is found as symmetric band disagreement model. In this case, the odds ratios can be interpreted from the parameter estimates. The probability of giving derangement syndrome decision rather than dysfunctional syndrome decision (or giving dysfunctional syndrome decision rather than postural syndrome decision) of Clinician 1 are 1.81 times higher than derangement syndrome decision rather than dysfunctional syndrome decision (or giving dysfunctional syndrome decision rather than postural syndrome decision) of Clinician 2. The probability of giving derangement syndrome decision rather than dysfunctional syndrome decision (or giving dysfunctional syndrome decision rather than postural syndrome decision) of Clinician 2 are 6.57 times higher than dysfunctional syndrome decision rather than postural syndrome decision (or giving derangement syndrome decision rather than dysfunctional syndrome decision) of Clinician 2. Consequently, decisions of clinicians are more similar than one level up category and there is an agreement between them.

Table 11: The results of agreement models for the Example 1

<table>
<thead>
<tr>
<th>Models</th>
<th>$G^2$</th>
<th>df</th>
<th>P-Value</th>
<th>Parameter Estimations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>24.959</td>
<td>3</td>
<td>&lt; 0.01</td>
<td>δ=0.974*</td>
</tr>
<tr>
<td>Disagreement</td>
<td>24.959</td>
<td>3</td>
<td>&lt; 0.01</td>
<td>δ=-0.974*</td>
</tr>
<tr>
<td>Symmetric band disagreement</td>
<td>6.756</td>
<td>2</td>
<td>0.034</td>
<td>δ1=-0.297* δ2=-2.477*</td>
</tr>
</tbody>
</table>

*: The parameter is significant at α = 0.05.

4.2 Agreement models for ordinal categories

A way to apply agreement models for tables with ordinal variables is to ignore the hierarchy between adjacent categories of ordinal variables. However, this will lead loss of information. For an appropriate analysis of agreement for square contingency tables having ordered categories, association models with agreement parameter are suggested. In these models agreement and association are analyzed simultaneously.

The linear-by-linear association plus agreement model for two ordinal variables is:

$$\log m_{ij} = \lambda + \lambda_i^X + \lambda_j^Y + \beta u_i v_j + \delta_{ij},$$

(36)

Where $u_1 \leq u_2 \leq ... \leq u_R$ are ordered row scores and $v_1 \leq v_2 \leq ... \leq v_C$ are the column scores, and β is the association parameter. δij is the agreement parameter that is shown in the Equation (31). The linear-by-linear association plus agreement model has $df = (R - 1)^2 - 2$. Goodman (1979) called the specifical case of uniform association plus agreement (UAA) model, where $\{u_i = i\}$ and $\{v_j = j\}$. Bagheban and Zayeri (2010) called the model exponential scores association
plus agreement, where \(\{ u_i = i^2 \} \) and \(\{ v_j = j^3 \} \). Aktas and Saracbasi (2009) called the model symmetric disagreement plus uniform association (DUA), where the agreement parameter shown in Equation (37). This model has \( df = (R+1)(R-3) \).

\[
\delta_{ij} = \begin{cases} 
\delta_1 & \text{if } |i - j| = 1, \\
\delta_2 & \text{if } |i - j| = 2, \\
\delta & \text{if } |i - j| \geq 3, \\
0 & \text{otherwise}
\end{cases} 
\tag{37}
\]

In addition to uniform association, Valet, Guinot, and Mary (2007) suggested non-uniform association plus agreement (NUAA) model to describe the variation of distinguishability between adjacent categories. Differently from the uniform association model, this model includes \((R - 1)\) association parameters \(\beta_{k,k+1}\) and extents the log-linear uniform association plus agreement model by allowing variations of distinguishability between adjacent categories. Thus, the model is useful to describe the quality of an ordinal scale more accurately. The model is:

\[
\log m_{ij} = \lambda + \lambda_i^X + \lambda_j^Y - \frac{|i - j|}{2} \sum_{k=\min(i,j)}^{\max(i,j)-1} \beta_{k,k+1} + \delta_{ij}, 
\tag{38}
\]

The agreement parameter is defined in the Equation (31). The model has \( df = R^2 - 3R + 1 \).

Fu, Gao, Tang, and Shi (2012) suggested a model combining ordinal scale information and category distinguishability between ordinal categories for modeling agreement. For this model, no score assignment is required for the ordinal categories.

\[
\log m_{ij} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_{|i-j|}, 
\tag{39}
\]

Where \(0 = \lambda_0 \geq \lambda_1 \geq \cdots \geq \lambda_{R-1} \). This model has \( df = (R-1)(R-2) \).

For Example 2, agreement models are calculated and given in Table 12. All the models fit the data. The association parameters are significant at 5% level of significance. Weighted kappas are at moderate level and \(B_N^\omega\) is at almost perfect level, and the agreement parameters in the models are not significant.

Akaike Information Criteria (AIC = \( t^2 - 2df \)) is calculated for the models fit the data. The best fitting model is the model that has smallest AIC (Akaike, 1974). In that case, uniform association plus agreement (UAA) model is found as the best fitting model. According to the odds ratios from the matrix given in Equation (38), the odds ratios change depending on the distance to the main diagonal. The probability of giving same decision of New Orleans and Winnipeg Neurologists rather is 2.36 times higher than giving than one level up on decision. It means that, decisions of neurologists are more similar than one level up category. Thus, there is an agreement between them. The probability of giving certain decision rather than possible decision of New Orleans Neurologists is 2.17 times higher than probable decision rather than possible decision of Winnipeg Neurologist.
For the multi-rater studies, global, global and partial, global and partial according to categories, and global and heterogeneous partial agreement models are suggested for nominal categories (Rogel, Boelle, and Mary, 1998; Kastango, 2006). Association plus agreement models are suggested for multi-rater studies with ordinal categories.

Let $X$, $Y$, and $Z$ be the raters which have ordered categories, $u_i = i$, $v_j = j$, and $\omega_k = k$ are score values for variable $X$, $Y$, and $Z$, respectively. $\beta_1$ is the association parameter between $X$ and $Y$, $\beta_2$ is between $X$ and $Z$, $\beta_3$ is between $Y$ and $Z$. $\delta$ is the global agreement parameter that shows the agreement between $X$, $Y$, and $Z$. For $\delta_4$, if $i = j = k$, $\delta_{ijk}$ is equal to 1. Association plus agreement models are shown in Table 13 where $i = j = k = 1, 2, \ldots, R$ (Melia and Diener-West, 1994; Lawal, 2003; Saracbasi, 2011a).

## 4.3 Agreement models for ordinal categories

Table 12: Results of agreement models for the Example 2

<table>
<thead>
<tr>
<th>Models</th>
<th>$G^2$</th>
<th>df</th>
<th>P-Value</th>
<th>Parameter Estimations</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAA</td>
<td>9.416</td>
<td>7</td>
<td>0.224</td>
<td>$\hat{\beta} = 0.804^<em>$ $\delta = 0.028^</em>$</td>
<td>-4.584</td>
</tr>
<tr>
<td>DUA</td>
<td>6.956</td>
<td>5</td>
<td>0.224</td>
<td>$\hat{\beta} = 0.429$ $\delta_1 = -0.195$ $\delta_2 = -0.627$ $\delta_3 = 1.348$</td>
<td>-3.044</td>
</tr>
<tr>
<td>NUAA</td>
<td>7.968</td>
<td>5</td>
<td>0.158</td>
<td>$\hat{\beta}<em>{12} = 1.094^*$ $\hat{\beta}</em>{23} = -0.856^*$ $\hat{\delta} = 0.492$ $\delta = -0.099$</td>
<td>-2.032</td>
</tr>
<tr>
<td>$F_{91}$</td>
<td>8.140</td>
<td>6</td>
<td>0.928</td>
<td></td>
<td>-3.860</td>
</tr>
</tbody>
</table>

*: The parameter is significant at $\alpha = 0.05$,

**: The parameter is significant at $\alpha = 0.01$.

\[
\hat{\theta}_{(UAA)} = \begin{bmatrix} 2.36 & 2.17 & 2.23 \\ 2.17 & 2.36 & 2.17 \\ 2.23 & 2.17 & 2.36 \end{bmatrix}
\] (40)

Table 13: Uniform association plus agreement models for multi-rater studies

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^B + \lambda_k^C + \delta_i + \delta_j + \delta_k + \delta_{ijk}$</td>
</tr>
<tr>
<td>M2</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \beta_{4 i j} u_i v_j w_k$</td>
</tr>
<tr>
<td>M3</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \delta_1 + \delta_2 + \delta_3 + \delta_{ijk}$</td>
</tr>
<tr>
<td>M4</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \delta_{ijk}$</td>
</tr>
<tr>
<td>M5</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \delta_{ijk}$</td>
</tr>
<tr>
<td>M6</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \beta_{4 i j} u_i v_j w_k + \delta_1 + \delta_2 + \delta_3$</td>
</tr>
<tr>
<td>M7</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^A + \lambda_j^A + \lambda_k^B + \beta_1 u_i v_j + \beta_2 u_i w_k + \beta_3 v_j w_k + \beta_4 u_i v_j w_k + \delta_1 + \delta_2 + \delta_3 + \delta_{ijk}$</td>
</tr>
</tbody>
</table>
Let X, Y, and Z be the raters which have ordered categories for $R \times R \times R$ contingency tables ($R \geq 3$). As $l = 1, 2, \ldots, (R - 1)$, $\beta_{l,l+1}$ is the association between the adjacent categories $l$ and $(l + 1)$ of X and Y, $\phi_{l,l+1}$ is the association between the adjacent categories $l$ and $(l + 1)$ of X and Z, $\omega_{l,l+1}$ is the association between the adjacent categories $l$ and $(l + 1)$ of Y and Z. Then, non-uniform association plus agreement models are shown in Table 14 (Yilmaz, 2013).

Table 15 shows goodness-of-fit test results of the models which were described in Table 13 and Table 14 for Example 3. Regarding the presented results, except $M_1$ all models fit the data sufficiently well. The best fit belongs to the $M_2$ that have the uniform association parameters between all pairs of pathologists and global association parameter, and the second best fitting model is $M_{10}$ that global association and agreement parameters between three pathologists.

Table 16 shows parameter estimates of $M_2$ and $M_{10}$ models. Although $M_2$ is the best fitting model, the parameter estimates are not significant at 5% level of significance. The global agreement and association parameters of $M_{10}$ are significant. The agreement parameter is $\delta < 0$ and significant, therefore, there is less agreement instead of expected by chance. Despite the agreement coefficients are at moderate level in Table 7, here the agreement parameter is negative which indicates disagreement.

Table 14: Non-uniform association plus agreement models for multi-rater studies

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_8$</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_k^Z - \frac{i - 1}{2} \sum_{l = \min(i,j)}^{\max(i,j) - 1} \beta_{l,l+1} - \frac{j - 1}{2} \sum_{l = \min(i,k)}^{\max(i,k) - 1} \phi_{l,l+1} - \frac{k - 1}{2} \sum_{l = \min(j,k)}^{\max(j,k) - 1} \omega_{l,l+1}$</td>
</tr>
<tr>
<td>$M_9$</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_k^Z - \frac{i - 1}{2} \sum_{l = \min(i,j)}^{\max(i,j) - 1} \beta_{l,l+1} - \frac{j - 1}{2} \sum_{l = \min(i,k)}^{\max(i,k) - 1} \phi_{l,l+1}$</td>
</tr>
<tr>
<td>$M_{10}$</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_k^Z - \frac{i - 1}{2} \sum_{l = \min(i,j)}^{\max(i,j) - 1} \beta_{l,l+1}$</td>
</tr>
<tr>
<td>$M_{11}$</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_k^Z - \frac{i - 1}{2} \sum_{l = \min(i,j)}^{\max(i,j) - 1} \beta_{l,l+1} + \delta_1 + \delta_2 + \delta_3$</td>
</tr>
<tr>
<td>$M_{12}$</td>
<td>$\log m_{ijk} = \lambda + \lambda_i^X + \lambda_j^Y + \lambda_k^Z - \frac{i - 1}{2} \sum_{l = \min(i,j)}^{\max(i,j) - 1} \beta_{l,l+1} + \delta_1 + \delta_2 + \delta_3 + \delta_4$</td>
</tr>
</tbody>
</table>
M2 and M10 models are found as the best fitting models. Because M10 has agreement parameter, odds ratios will be interpreted on this model parameters. The odds ratios for multi-way tables are called conditional odds ratios where one rater is accepted as fixed. For M10 model the conditional odds ratio matrices are $\hat{\theta}_{ijk} = \hat{\theta}_{i(jk)} = \hat{\theta}_{ij(k)}$ and given in Equation (37). The probability of giving atypical squamous hyperplasia decision rather than negative decision of pathologist B is 5.21 times higher than giving atypical squamous hyperplasia decision rather than negative decision of pathologist C for fixed levels of pathologist A. Because odds ratios on main diagnosis diverge from 1, decisions of pathologist are more similar than one level up category of carcinoma in situ of uterine cervix. Thus, there is an agreement between their decisions.

\begin{table}[h]
\centering
\caption{Results of goodness-of-fit test for Example 3}
\begin{tabular}{lccc}
\hline
\textbf{Models} & \textbf{G^2} & \textbf{df} & \textbf{P-Value} & \textbf{AIC} \\
\hline
M1 & 52.374 & 16 & < 0.01 & - \\
M2 & 7.222 & 16 & 0.969 & -24.778 \\
M3 & 5.983 & 13 & 0.947 & -20.017 \\
M4 & 5.983 & 14 & 0.967 & -22.017 \\
M5 & 9.581 & 16 & 0.888 & -22.419 \\
M6 & 3.453 & 13 & 0.906 & -22.547 \\
M7 & 3.453 & 12 & 0.991 & -20.547 \\
M8 & 7.106 & 13 & 0.897 & -18.894 \\
M9 & 3.306 & 10 & 0.973 & -16.694 \\
M10 & 12.870 & 18 & 0.799 & -23.130 \\
M11 & 9.882 & 16 & 0.873 & -22.118 \\
M12 & 8.478 & 15 & 0.903 & -21.522 \\
\hline
\end{tabular}
\end{table}

Table 16: The parameter estimates of M2 and M10

<table>
<thead>
<tr>
<th>Models</th>
<th>Parameter Estimate</th>
<th>Standard Error</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>$\hat{\beta}_1 = 0.177$</td>
<td>0.842</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_2 = 0.312$</td>
<td>0.962</td>
<td>0.745</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_3 = 0.686$</td>
<td>0.867</td>
<td>0.428</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_4 = 0.578$</td>
<td>0.371</td>
<td>0.119</td>
</tr>
<tr>
<td>M10</td>
<td>$\hat{\beta}_4 = -7.383$</td>
<td>1.514</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>$\hat{\delta}_4 = -2.041$</td>
<td>0.863</td>
<td>0.018</td>
</tr>
</tbody>
</table>

\[ \hat{\theta}_{ijk} = \hat{\theta}_{i(jk)} = \hat{\theta}_{ij(k)} = \begin{bmatrix}
5.21 & 1.00 & 40.11 \\
- & 1.00 & 40.11 \\
- & - & 5.21 \\
5.21 & 7.70 & 7.70 & 5.21 \\
- & - & - & 7.70 \\
7.70 & 5.21 & 40.11 & 1.00 \\
\end{bmatrix} \]
5. Conclusion

In recent studies, interrater agreement analysis has grown extensively. There are different ideas between researchers when the subject is agreement. In practice, because coefficient of agreement summarize the rater agreement with a single number, some researchers prefer using coefficient of agreements, especially the kappa coefficient. Some researchers criticize the kappa coefficient in terms of loss information, undetermined weights, and undetermined interpretation. They assert to use agreement models instead of agreement coefficients. The main argument of the researchers who prefer to use agreement models reveals pure agreement. Odds ratios which are calculated from expected values of best fitting model are helpful to interpret the agreement in the square contingency tables.

In this paper, we present various methods for the study of interrater agreement when the response variable is nominal or ordinal categorical in the case that has two or multi raters. We focus on the agreement from the point of the coefficients and log-linear models.

We illustrate use of agreement coefficients and log-linear agreement models over nominal, ordinal, and multi-rater examples. The results show that all the agreement coefficients indicate different level of agreement and also log-linear model results differ. In that case, more than one coefficient depend on the scale of measurement should be considered and interpreted.

In fact, it would be appropriate to combine the results via meta analysis. Besides the agreement coefficients, agreement models should be applied to the data set. To draw more reliable inferences, $\kappa$ coefficient which is calculated from the expected values of best fitting agreement model can be helpful to summarize the table with only one value.
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