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ABSTRACT

This study aims to compare various quantitative models to forecast monthly foreign tourist arrivals (FTAs) to India. The models which are considered here include vector error correction (VEC) model, Naive I and Naive II models, seasonal autoregressive integrated moving average (SARIMA) model and Grey models. A model based on combination of single forecast values using simple average (SA) method has also been applied. The forecasting performance of these models have been compared under mean absolute percentage error (MAPE) and U-statistic (U_stat) criteria. Empirical findings suggest that the combination model gives better forecast of FTAs to India relative to other individual time series models considered here.
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1 Introduction

Tourism is one of the most essential sectors which has direct impact on the financial and economic development of India. World Tourism Organization (2014) reported that India is the top seventh tourism earners among Asian and Pacific countries. As per the World Travel and Tourism Council (2017) statistics, India owes a lot to tourism by providing job opportunities (9.3% of its total jobs) and for contribution to its national income (9.6% of the nation’s GDP in 2016).

The number of foreign tourist arrivals (FTAs) in India is an increasing quantity over the past few years. Annual report of Ministry of tourism, Government of India, 2016 reported 10.2% growth in year 2013-14 while it was 5.9% during 2012-13. Also, the growth rate of 4.5% and 10.7% has been noticed in FTAs in India during 2014-15 and 2015-16, respectively. According to Indian Tourism Statistics (2015) report USA, Bangladesh, United Kingdom, Sri Lanka, Canada, Malaysia, Australia, Germany, France and Japan are top ten source countries for FTAs in India (see Figure 1). About 62.52% of total FTAs in India during 2015 have been accounted by these top ten countries and of which 15% is contributed by US only. Therefore, from the perspective of international trade in India, tourism industry development is very important which contributes significantly to foreign exchange earnings and other economic variables. Tourism demand forecasting, or specifically air travel demand forecasting, hence become essential for the policy makers of tourism industry.

Time series modeling and forecasting (Lai (2005), Awale (2017)) have an effective impact in the planning of all activities of the tourism industry and it also defines the relationship with other factors contributing to tourism demand. There exist several methods to analyze the relationship between tourism and their determining factors. For instance, Kim (1988) and Lee et al. (1996) employed classical regression analysis to measure the effects of exchange rate, trade volume, relative price and income level on inbound tourism in Korea. They observed that their models estimated by the ordinary least squares (OLS) suffer from the problem of serial correlation in residuals giving rise to imprecise estimates. However, Granger and Newbold wayback in 1974 pointed out that in the case of non-stationary variables, conventional method of estimation may lead to spurious regression thereby leading to biased and imprecise results. To overcome the difficulty, Engle and Granger (1987) introduced co-integration analysis to study long run equilibrium among non-stationary variables having common trend. Approaches involving co-integration analysis have been consistently used as an important tool with a set of variables to forecast. In particular, error-correction model has been commonly applied in modeling and forecasting of foreign tourist arrivals in determining long-run relationships involving two economic variables in a single equation framework. Moreover, the vector error correction (VEC) model has also been widely applied to estimate more than one co-integrating relationships for a set of time series variables. For instance, Kim and Song (1998) applied the co-integration and error correction method to measure the long-run and short-run effects of international tourism demand in South Korea from four source countries, Japan, US, UK, and Germany. Lee and Chung (1995) provided the long-run relationship among income, interest rate, and exchange rate by applying co-integration analysis. Salman (2003) employed co-integration analysis to examine the long-run effects of income, price, exchange rate, the Chernobyi nuclear accident and the 1991 Gulf WAR on monthly tourist arrivals to Sweden from USA, European and Scandinavian countries. Recently, Akay and Teke (2017) estimate the effect of the exchange rate and income on Turkish tourism for the quarterly data for the period 1998-2011 using co-integration approach.
In recent times, various studies on forecasting tourist arrivals have applied quantitative time series models and forecasting techniques such as Naive I & Naive II (see Martin and Witt (1989), Law and Au (1999), Law (2000)), autoregressive integrated moving average (ARIMA), seasonal ARIMA (SARIMA) (Lim and McAleer (1999, 2002), Cho (2003), Cosshall (2006), Samagaio and Wolters (2010), Nguyen et al. (2013), Apergis et al. (2017)) and Grey models. Among various time series models, SARIMA model was found to be the best fitted model to study tourist arrivals because of the presence of seasonality in FTA series. Chu (1998) employed SARIMA model for tourism demand in Asian-Pacific countries. The results show that the performance of SARIMA model was effectively superior to Naive I & Naive II models. Chen et al. (2009) compared the accuracy of SARIMA model with Holt-Winters and Grey model to forecast inbound air travel arrivals for Taiwan. They found that SARIMA model is the best one for forecasting tourism demand as compared to other forecasting models.

Figure 1: Market share of FTAs in 2015.

In addition, there has been a growing interest among the researchers in the comparison of error correction and time series models for tourism demand forecasting. A vast variety of literature is available to study the comparative analysis of error correction and time series models. For instance, Song et al. (2000) studied the out-of sample forecasts of outbound tourism demand in the UK using error correction, Naive and ARIMA models. They found that the forecasting performance of error correction model is better than that of other time series models. Moreover, Li et al. (2006) compared the time varying parameter, error correction and time series models to forecast the tourism demand of five Western European tourists destinations using mean absolute percentage error and mean absolute error criteria. They argued that forecasting accuracy of error correction models was better than that of time series models. Although, Kulendran and King (1997) empirically showed that the performance of the time series models was superior to the error correction model to forecast
quarterly tourist arrivals to Australia. However, Song et al. (2003) demonstrated that the forecasting performance of error correction and ARIMA models was poor as compared to time varying parameter and other quantitative models to forecast the international tourism demand in Denmark.

However, it is believed that the combination of forecast values obtained from various time series models may improve the performance of forecasting. Therefore, Bates and Granger (1969) developed combination of forecasts by using the various combination methods in order to improve the single forecasts accuracy. It provides reliable and accurate forecasting results than individual models. For example, Menezes et al. (2000) and Song and Li (2008) applied combination of forecasts based on simple average method. They found that the performance of the combination method was better than that of individual forecasts.

To the best of our knowledge, researchers in India have not paid much attention to study the forecasting performance of FTAs to India using various quantitative models, though tourism industry in India has shown a significant growth in past few years. In this paper, an attempt has been made to forecast foreign tourist arrivals in India using econometric and time series models. To investigate the long-run relationship among various factors like exchange rate, foreign exchange earnings and tourists arrivals from USA, affecting FTAs to India, the monthly data were obtained from the site http://www.indiastat.com, Ministry of Tourism, Govt of India for the period of Jan. 2003 to Dec. 2016. In addition, various time series models will be fitted including Naive I & Naive II, SARIMA Grey and SA. The forecasting performances of various models have also been compared under mean absolute percentage error (MAPE) and U-statistic (U_stat) criteria.

The plan of the paper is as follows. Section 2 discusses the important factors related to the study of foreign tourist arrivals to India. Section 3 describes the data, methodology, and the results of co-integration and time series analysis obtained from empirical study. Section 4 presents the comparison of forecasting performance of various models under the MAPE and U_stat criteria. The concluding remarks are given in the last section.
2 Tourism factors

Foreign tourist arrivals depend on various variables like exchange rate, foreign exchange earnings, tourist prices, tourist expenditures, transportation cost etc. Due to the difficulties in collecting data for variables like tourism prices, tourist expenditures, transportation cost, data only on exchange rate (EXR), foreign exchange earnings (FEEs) and number of tourist arrivals from USA(USAFTAs), are used to forecast FTAs in India. The exchange rate and foreign exchange earnings are closely linked with FTAs and they play an important role in the economic growth of India. Another important variable, which is closely associated, is the tourist arrivals from USA. Indian Tourism Statistics (2015) reported that among the top 10 countries, USA contributed the maximum number (see Figure 1) of foreign tourist arrivals in India. Thus, the three independent variables considered in this study affecting FTAs in India are EXR, FEEs and USAFTAs. Figure 2 and 3 present the time series plots of FTAs and other considered variables. The plots show that FTAs, FEEs and USAFTAs have increasing trend along with the seasonal components. However, Figure 3 gives a vague idea of the presence of increasing trend in EXR series with no seasonal component.
3 Models and empirical results

The study employs monthly time series data of foreign tourist arrivals (in numbers), exchange rate (in Rs. per unit of US dollars), foreign exchange earnings (Rs. in crore) and tourist arrivals from USA (in numbers) from January 2003 to December 2016 in India. Time series data are obtained from the site http://www.indiastat.com, Ministry of Tourism, Govt of India. The time series data is divided into two periods (1) 2003:1-2012:12, consists of 120 observations used to estimate the individual models; (2) data of 2013:1-2016:12 are used to generate the out-of-sample forecasts for different models. The R-3.0.3 software is used for the overall empirical analysis.

3.1. Co-integration analysis

In this section, we will provide results of co-integration analysis to obtain VEC models to forecast FTAs. In order to perform co-integration analysis, unit root (seasonal and non-seasonal) test has been applied to FTAs, EXR, FEEs and USAFTAs. The standard HEGY test (Hylleberg et al. (1990)) is applied for the testing of seasonal unit root in seasonally adjusted data to avoid biased results due to the wrong choice of a transformation of the series and also, other consequences for the imprecise explanation. The results of the HEGY test along with the p-values in the parenthesis are reported in Table 1 for all the four series. It shows that the null hypothesis of a unit root for FTAs, EXR, FEEs and USAFTAs cannot be rejected at zero frequency indicating that all the series considered here are integrated of order one. Though, it is not always necessary that there will be no seasonal unit root in the seasonally adjusted series, yet in all the four series we found none at 10% level of significance. Since all the variables are of the same order, co-integration analysis can be performed to study long run relationships among variables.

<table>
<thead>
<tr>
<th>Unit roots</th>
<th>FTAs</th>
<th>EXR</th>
<th>FEEs</th>
<th>USAFTAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>-2.329 (0.10)</td>
<td>-1.745 (0.10)</td>
<td>0.008 (0.10)</td>
<td>-1.155 (0.10)</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>-3.378 (0.01)</td>
<td>-3.370 (0.01)</td>
<td>-3.739 (0.01)</td>
<td>-2.178 (0.024)</td>
</tr>
<tr>
<td>$\pi_{3:4}$</td>
<td>7.893 (0.01)</td>
<td>17.763 (0.01)</td>
<td>6.686 (0.01)</td>
<td>7.624 (0.01)</td>
</tr>
<tr>
<td>$\pi_{5:6}$</td>
<td>8.403 (0.01)</td>
<td>16.006 (0.01)</td>
<td>7.864 (0.01)</td>
<td>5.381 (0.01)</td>
</tr>
<tr>
<td>$\pi_{7:8}$</td>
<td>8.582 (0.01)</td>
<td>9.820 (0.01)</td>
<td>6.673 (0.01)</td>
<td>2.410 (0.094)</td>
</tr>
<tr>
<td>$\pi_{9:10}$</td>
<td>9.016 (0.01)</td>
<td>16.220 (0.01)</td>
<td>4.041 (0.018)</td>
<td>8.506 (0.01)</td>
</tr>
<tr>
<td>$\pi_{11:12}$</td>
<td>6.305 (0.01)</td>
<td>5.599 (0.01)</td>
<td>3.197 (0.042)</td>
<td>2.398 (0.094)</td>
</tr>
</tbody>
</table>

Johansen and Juselius (1990) and Johansen (1991) and maximum likelihood (ML) estimation method is used to estimate the long-run relationships among FTAs, EXR, FEEs and USAFTAs. The Johansen method consists of estimating vector autoregression (VAR) model for a set of different time series variables; dependent and independent I(1) variables. Johansen developed a system of equations method, which helps in providing tests for the existence of multiple co-integrating vectors. In a Johansen procedure, lag order is chosen by Akaike information criterion (AIC) (Pantula et al. (1994)). The Akaike information criterion (AIC) is a measure of the relative quality of a statistical model, for a given set of data. The expression for AIC is given by:

$$AIC = 2k - 2 \ln(L)$$

where, $k$ is the number of parameters in the statistical model, and $L$ is the maximized value.
of the likelihood function for the estimated model. Then the trace test statistic is computed to test the significance of number of co-integrating equations. The results of test statistic at 1% and 5% significance levels are reported in Table 2. From the results of co-integration, we observe that for testing \( H_0^r: r = 0 \), value of test statistic is greater than the critical value (CV) at 5% level of significance. Hence, the null hypothesis \( (H_0) \) of no co-integration is rejected in favor of alternative hypothesis of co-integration. Similar tests have been conducted to test the presence of one; two and three co-integrating equations and the results obtained are reported in Table 2 which indicates the presence of at the most two co-integrating relations among tourism variables. Since we aim to forecast FTAs, the normalized co-integrating relation involving the three Indian tourism variables with respect to FTAs is reported only, which is given below.

<table>
<thead>
<tr>
<th>( H_0^r )</th>
<th>Roots</th>
<th>Statistic</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r = 0 )</td>
<td>0.2826</td>
<td>82.42</td>
<td>62.99</td>
</tr>
<tr>
<td>( r = 1 )</td>
<td>0.2155</td>
<td>43.22</td>
<td>42.44</td>
</tr>
<tr>
<td>( r = 2 )</td>
<td>0.0783</td>
<td>14.58</td>
<td>25.32</td>
</tr>
<tr>
<td>( r = 3 )</td>
<td>0.0411</td>
<td>4.96</td>
<td>12.25</td>
</tr>
</tbody>
</table>

FTAs = 303814.2 - 4440.3EXR + 27.1FEEs + 3.1USAFTAs

The above equation indicates the existence of co-integrating long-run relationship among FTAs, EXR, FEEs and USAFTAs and the variables appear in the equation with the correct sign. Now, the vector error correction (VEC) model will be estimated for FTAs. VEC is one of the most commonly applied multivariate econometric model to forecast time series data by utilizing more than one co-integrating relationships for a set of time series variables developed by Engle and Granger (1987). The first step in constructing a VEC model is fitting a vector autoregression (VAR) model for a set of \( K \) time series variables \( X_t = (X_{1t}, X_{2t}, \ldots, X_{Kt})' \). The VAR model of order \( p \) is given by

\[
X_t = E_1X_{t-1} + E_2X_{t-2} + \cdots + E_pX_{t-p} + u_t, \quad t = 1, \ldots, T \tag{1}
\]

where, \( E_i (i = 1, 2, \ldots, p) \) are \( (K \times K) \) coefficient matrices and \( u_t = (u_{1t}, u_{2t}, \ldots, u_{Kt})' \) is assumed to be a vector of random error.

Now, the VEC model is obtained from the VAR by subtracting \( X_{t-1} \) from both sides and rearranging the terms. The form of VEC model can be written as

\[
\Delta X_t = \Pi X_{t-1} + \Gamma_1 \Delta X_{t-1} + \cdots + \Gamma_{p-1} \Delta X_{t-p+1} + u_t \tag{2}
\]

where, \( \Pi = -(I_k - A_1 - \cdots - A_p) \), \( \Gamma_i = -(A_{i+1} + \cdots + A_p) \) for \( i = 1, \ldots, p - 1 \) and \( u_t \) is the error term. Also, the parameters involved in the model can be estimated using the ordinary least squares (OLS) method.

The order of VEC model has been selected on the basis of minimum AIC value. AIC results for the six lags are reported in Table 3. In the VEC model, the error correction term (ECT) is included which tells how far things deviate from long run equilibrium and the estimated results of VEC model is reported in Table 4 with the values of t statistics in parenthesis. It can be noticed that coefficient of ECT is found to be significant and negative in the equation at 5% level of significance indicating long run equilibrium relationship among
The lags of FTAs, exchange rates, foreign exchange earnings and USAFTAs are included in VEC model. However, only significant terms are retained in the estimated equation with the non-significant terms being deleted first.

The robustness of the VEC model is evaluated by employing the Durbin Watson (DW) test to check the significance of autocorrelation in the error terms. The calculated Durbin Watson (DW) test statistic of the residuals compared with the critical values given in the Durbin-Watson tables reveals that there is no autocorrelation. Engle(1982) autoregressive conditional heteroscedasticity (ARCH) LM test is applied to test the problem of heteroscedasticity in residuals. The calculated chi square value of ARCH LM test comes out to be 6.3877 with p-value of 0.0942 which implies the absence of heteroscedasticity.

<table>
<thead>
<tr>
<th>Number of lags</th>
<th>AIC criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5698.144</td>
</tr>
<tr>
<td>2</td>
<td>5665.936</td>
</tr>
<tr>
<td>3</td>
<td>5618.562</td>
</tr>
<tr>
<td>4</td>
<td>5576.01</td>
</tr>
<tr>
<td>5</td>
<td>5535.977</td>
</tr>
<tr>
<td>6</td>
<td>5504.039</td>
</tr>
</tbody>
</table>

### 3.2. Time series models

Time series models have also been commonly used models for forecasting non-stationary time series data along with the trend and seasonal factors. It includes the Naive I & Naive II, SARIMA and Grey models. Here it is proposed to evaluate forecasting performance of these models with that of VEC model and suggest best fitted model to FTAs to India. The empirical analysis of these models is given in the following subsections.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costant</td>
<td>95474.3(40265.2)*</td>
</tr>
<tr>
<td>ΔFTAs_{t-1}</td>
<td>-0.3011(0.1622)*</td>
</tr>
<tr>
<td>ΔUSAFTAs_{t-1}</td>
<td>-1.0181(0.3984)*</td>
</tr>
<tr>
<td>ΔUSAFTAs_{t-2}</td>
<td>-1.3926(0.3993)*</td>
</tr>
<tr>
<td>ΔUSAFTAs_{t-4}</td>
<td>-0.9902(0.3961)*</td>
</tr>
<tr>
<td>ΔEXR_{t-6}</td>
<td>4597.0493(1766.8995)*</td>
</tr>
<tr>
<td>ECT_{t-1}</td>
<td>-0.7042(0.1547)*</td>
</tr>
<tr>
<td>DW</td>
<td>1.94</td>
</tr>
</tbody>
</table>

### 3.2.1 Naive model

Two different Naive methods of forecasting are quite popular for time series data. The first method is Naive I and second method is Naive II. In Naive I method, each forecast is generated by using the previous value of time series data, for instance, the forecast value of FTAs for January, 2013 is the arrivals figure of December, 2012 likewise the forecast for February, 2013 is the arrivals figure of January, 2013. Similarly, the forecast values of rest of the time points can be obtained for foreign tourist arrivals using Naive I method. In Naive II method, forecast of January, 2013 is equal to the figure obtained in December, 2012
multiplied by the growth rate of January, 2013 over December, 2012.

3.2.2 Estimated SARIMA model

Box-Jenkins (1976) introduced SARIMA model for modeling a time series with the trend and seasonal component. It is the combination of non-seasonal and seasonal autoregressive (AR) and moving average (MA) models. SARIMA model for a time series, say $X_t(t = 1, 2 \cdots T)$, is given by

$$\phi_p(B)\phi_p(\Psi)\Delta d\Delta s X_t = \theta_q(B)\Theta_q(\Psi)\alpha_t, t = 1, 2, \cdots T$$

where,

$$\phi_p(B) = 1 - \phi_1B - \cdots - \phi_pB^p,$$

$$\Phi_p(\Psi) = 1 - \Phi_1\Psi - \cdots - \Phi_p\Psi^p$$

$$\Theta(B) = 1 + \Theta_1B + \cdots + \Theta_qB^q$$

$$\Theta(\Psi) = 1 + \Theta_1\Psi + \cdots + \Theta_Q\Psi^Q,$$

and

$$\Delta d\Delta s X_t = (1 - B)(1 - \Psi)X_t$$

are non-seasonal and seasonal AR and MA models, respectively B is the backshift operator, $\phi_p < 1, \Phi_p < 1, \theta_q < 1, \Theta_Q < 1$ and $\alpha_t \sim \text{white noise } (0, \sigma^2)$.

SARIMA model is usually represented in multiplicative form such as SARIMA $(p, d, q) \times (P, D, Q)s$, where $(p, P)$ and $(q, Q)$ indicate the seasonal and nonseasonal order of AR and MA, respectively, with seasonal periods $s$, non-seasonal difference (d) and seasonal difference (D).

In this study seasonal ARIMA is fitted to stationary series after eliminating trend and seasonality component from the series at level. Differencing is one of the methods used frequently to obtain stationary series. Here the deseasonalised FTAs series is transformed to stationary series using first difference (d=1). The orders of seasonal and non-seasonal autoregressive (AR) and moving average (MA) models have been identified by autocorrelation and partial autocorrelation functions. Further, the best model fitted to the series is selected corresponding to minimum Akaike’s information criterion (AIC). From Table 5 it is noticed that $(1, 1, 2)(1, 0, 2)_{12}$ is the best fitted SARIMA model for FTAs series according to the minimum AIC. Statistical independence of residuals is examined via Box-Pierce Q-statistic (Ljung and Box (1978)) for all lags and it is found that the null hypothesis of independence of residuals is not rejected. The results of Box-Pierce Q-statistic are presented in Table 6. Hence, SARIMA $(1, 1, 2)(1, 0, 2)_{12}$ is considered to be an adequate model for out-of-sample forecasts of FTAs.

<table>
<thead>
<tr>
<th>Table 5: Fitted SARIMA models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>$(1, 1, 2)(1, 0, 2)_{12}$</td>
</tr>
<tr>
<td>$(2, 1, 1)(2, 0, 1)_{12}$</td>
</tr>
<tr>
<td>$(1, 1, 2)(2, 0, 1)_{12}$</td>
</tr>
<tr>
<td>$(0, 1, 2)(2, 0, 1)_{12}$</td>
</tr>
</tbody>
</table>

3.2.3 Grey model

So far we noticed that the error-correction models and SARIMA models require certain assumption on distribution owing to the fact that they have certain statistical limitations.
However, there exist some quantitative models to forecast time series data which are free from any distributional assumptions such as Grey model developed by Deng (1982). In this model, future trend is estimated using linear differential equation of order one. The parameters involved in the model can be estimated using the ordinary least squares (OLS) method (see Wang (2004) and Xu et al. (2016)). The Grey model of first order linear differential equation is written as

\[
\frac{dX(t)}{dt} + aX(t) = b,
\]

where \(X\) is a time series and \(a\) & \(b\) are the parameters. The posterior variance ratio (PVR) criterion is used to check the accuracy of Grey model. Posterior variance ratio (\(C\)) is the ratio of the standard deviations of the actual time series and the residual series (Nguyen et al. (2013)). The equation of PVR is given by the ratio

\[
C = \frac{S_2}{S_1}
\]

where,

\(S_2 = \text{standard deviation of residuals series}\)

\(S_1 = \text{standard deviation of actual series}\).

According to Deng (1986), the value of posterior variance ratio(\(C\)) < 0.35 indicates high accuracy of Grey model. However, when it is < 0.5 model is called qualified, and when \(C\) < 0.65 model is said to be just qualified. Also, model is said to be unqualified when \(C\) ≥ 0.65. Further, the estimated values of the parameters \(a\) & \(b\) for Grey model are -0.006628205 and 266972.1, respectively. The calculated value of \(C\) which is 0.2202 indicates the high accuracy of Grey model.

Since a combination of forecasts provide more accurate forecast value than single forecasts. Therefore, in the next subsection simple average method to combine the forecasts values is briefly defined.

<table>
<thead>
<tr>
<th>Lags</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>statistic value</td>
<td>0.04</td>
<td>0.21</td>
<td>0.21</td>
<td>0.52</td>
<td>1.39</td>
<td>2.13</td>
<td>2.15</td>
<td>2.63</td>
</tr>
<tr>
<td>p-value</td>
<td>0.8</td>
<td>0.8</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### 3.2.4 Combination approach: Simple average (SA) method

Simple average is a combination method based on the average of forecasting values of different forecasting models. Suppose that \(X_1(t), X_2(t), \ldots, X_m(t)\) are \(m\) forecasts values of forecasting models, then the expression for simple average combination method is given by

\[
\frac{1}{n} \sum_{n=1}^{m} X_m(t)
\]
The forecasting results of VEC, Naive I & Naive II, SARIMA and Grey models are combined by using the simple average combination method which is given as below:

\[
\bar{X}_t = 0.5 \text{Naive I} + 0.5 \text{Naive II} + 0.5 \text{VEC}
\]

where equal weight has been given to all forecast values obtained from various models considered here.

4 Evaluating forecasting performance

The forecasting performance of all the fitted models has been evaluated under mean absolute percentage error (MAPE) and U-statistic (\(U_{stat}\)) criteria, which are given as follows:

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left( \frac{|X_t - \bar{X}_t|}{X_t} \right) \times 100
\]  

(4)

\[
U_{stat} = \frac{\sqrt{\frac{1}{n} \sum_{t=1}^{n} (X_t - \bar{X}_t)^2}}{\sqrt{\frac{1}{n} \sum_{t=1}^{n} X_t^2} + \frac{1}{n} \sum_{t=1}^{n} \frac{X_t^2}{X_t}}
\]  

(5)

where \(n\) is sample size, \(X_t\) is actual value of the time series data and \(\bar{X}_t\) is the forecast value in the \(t^{th}\) month.

Lewis (1982) showed that the value of MAPE being less than 10% indicates the high accuracy of forecasting. When it lies between 10-20% forecasting is considered to be good, 20-50% is reasonable and the value being more than 50% denotes inaccuracy in forecasting. It can be said that if the value of \(U_{stat}\) is close to zero, the forecast model is considered to be good and \(U_{stat}\) close to one indicates poor performance of the model (see Goh and Law (2002)).

Note that the MAPE and \(U_{stat}\) are the measures of the deviation between actual and forecasted values. Therefore, the forecasting performance is better when the values of these measures are lesser.

Table 7 shows the results of out-of-sample forecasting performance of VEC and time series models under MAPE and \(U_{stat}\) criteria to forecast FTAs to India. The empirical analysis suggests that VEC and time series models have highly accurate forecasting performance since MAPE values are less than 10% for all the models considered here. This empirical findings are in tune with that of obtained by Kulendran and Witt (2001) and Li et al. (2006) where they have shown that error correction model outperforms the SARIMA model to forecast tourism demand in UK and five Western European tourists destinations. Furthermore, the combination method based on simple average of forecasts outperforms VEC, Naive models, SARIMA and Grey models to forecast FTAs data due to lesser MAPE and \(U_{stat}\) values (see Table 7). This empirical result is similar to that of obtained by Song and Li (2008) where they found that the results of simple average based combination of forecasts outperforms individual forecasts.

Table 7: Forecast comparison under MAPE and \(U_{stat}\) criteria

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>(U_{stat})</th>
</tr>
</thead>
<tbody>
<tr>
<td>VEC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SARIMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5 Conclusions

The long run relationship among foreign tourist arrivals, exchange rate, foreign exchange earnings and tourist arrivals from the USA in India using monthly time series data for the period of January 2003 to December 2016 using co-integration approach has been investigated. Vector error correction model is fitted to capture long run and short run equilibrium in variables. In addition, various time series models have also been fitted to forecast FTAs to India. The forecasting performance of VEC and time series models is compared under the MAPE and $U_{stat}$ criteria. It can be noticed from the empirical findings that VEC model performs better than SARIMA, Naive II and Grey model when individual forecast values are compared. However, combination method based on simple average provides improvement in the forecasting performance of the model used to forecast FTAs to India with minimum value of MAPE and $U_{stat}$. Based on our empirical findings, we, therefore, conclude that between the vector error correction model and the SARIMA model, former is better than the later while combination approach gives better results than the individual time series models to forecast foreign tourist arrivals to India.
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